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With the rapid increase of public code repositories, developers maintain a great desire to retrieve precise
code snippets by using natural language. Despite existing deep learning-based approaches provide end-to-end
solutions (i.e., accept natural language as queries and show related code fragments), the performance of code
search in the large-scale repositories is still low in accuracy because of the code representation (e.g., AST) and
modeling (e.g., directly fusing features in the attention stage).

In this paper, we propose a novel learnable deep Graph for Code Search (called deGraphCS) to transfer
source code into variable-based flow graphs based on an intermediate representation technique, which can
model code semantics more precisely than directly processing the code as text or using the syntax tree
representation. Furthermore, we propose a graph optimization mechanism to refine the code representation
and apply an improved gated graph neural network to model variable-based flow graphs. To evaluate the
effectiveness of deGraphCS, we collect a large-scale dataset from GitHub containing 41,152 code snippets
written in the C language and reproduce several typical deep code search methods for comparison. The
experimental results show that deGraphCS can achieve state-of-the-art performance and accurately retrieve
code snippets satisfying the needs of the users.
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1 INTRODUCTION
Code search has received increasing attention in recent years [7, 10, 20, 41, 42, 58, 64]. The goal of
code search is to retrieve code fragments that best meet developers’ needs by performing natural
language queries over a large code corpus. With the availability of immense and rapidly growing
source code repositories such as GitHub 1 and GitLab 2, it is more convenient for developers
to search the needed code with certain functionality and reuse it in their programs. However,
increasingly complex and diverse code implementations also create considerable challenges in
performing a precise code search.
In the early stage, code search approaches are proposed on the basis of information retrieval

techniques, especially keyword matching mechanisms [4, 8, 9, 28, 34, 39, 45–47]. However, a
common problem in these works is the lack of structural or semantic information from the source
code since they simply consider code and queries as plain texts. Recently, deep learning technologies
have been applied to represent code and queries as vectors for code search [7, 10, 20, 58, 64] to
address the above issues. The typical approach, called DeepCS [20], presents a code search engine by
learning a joint embedding of a method description and its corresponding code snippet. Moreover,
Wan et al. [64] design a multimodal attention network (MMAN) to capture various code features
simultaneously, such as code tokens, abstract syntax trees (ASTs) and statement-based control-flow
graphs (S-CFGs).
However, existing deep learning-based approaches are still limited in two major aspects. First,

code with different syntax may achieve the same functionality, while code with similar structural
features may express totally different code semantics. Thus, the token (e.g., method name or
identifiers) and structural features (e.g., AST or S-CFG) have difficulty in precisely expressing the
in-depth semantics of source code in various forms (as shown in Fig. 1 and Fig. 2). Second, existing
methods cannot fully exploit multiple valuable features extracted from the source code. Specifically,
some models do not fuse different source code modalities effectively, which does not bring much
improvement yet increases the complexity. For example, in [64], MMAN uses the single token-based
modality and gets MRR (mean reciprocal rank) of 0.437 and SuccessRate@1 of 0.327. In contrast,
MMAN proposes an attention network to assign learnable weights to three different source code
modalities (i.e., Token + AST + S-CFG) and gets MRR of 0.452 and SuccessRate@1 of 0.347. As the
results show, the improvement to the single token-based modality is not very significant, about
4.63% and 4.62% in terms of MRR and SuccessRate@1.

These aforementioned limitations inspire us to design a model to effectively integrate deep
semantic information and learn a precise code representation. In our work, we explore a novel code
representation based on data and control flow extracted from LLVM IR (intermediate representa-
tion) [35], one type of intermediate code acquired from source code. Compared with the existing
statement-based data and control flow representation method [3], we refine the variable-based flow
graph construction to better describe the dependencies between code variables. Specifically, the
graph nodes represent the tokens that appear in LLVM IR, and the edges represent the data and
control dependencies between the tokens. Furthermore, we design an optimization mechanism
while modeling the graph to remove the redundant information created by LLVM IR without
changing the semantics. Finally, we employ an attentional gated graph neural network to embed
the flow graph into a high-dimensional vector space to further perform code search tasks. Through
this procedure, code multiple semantic features, i.e., tokens, variable-based data and control flow,
can be simultaneously represented and accurately express the deep semantics of code.

1https://github.com
2https://gitlab.com
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get_sum

//get sum of an array which 
use 0 as the terminator
int get_sum( int* array ){

int* ptr;
int sum;
sum = 0;
ptr = array;
while( *ptr != 0){

sum += *ptr;
ptr ++;}

return sum;
}
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(c) AST

//get sum of an array which use 0 as the 
terminator
int get_sum( int* array ){

int* ptr;
int sum;
sum = 0;
for( ptr = array; *ptr != 0; ptr++ ){

sum += *ptr;
}
return sum;

}

(e) Source Code

//get sum of an array which use 0 as the 
terminator
int get_sum( int* array ){

int* ptr;
int sum;
sum = 0;
ptr = array;
if(*ptr != 0){
     sum = *ptr + get_sum(ptr +1);}
return sum;

}
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Fig. 1. The first illustrative example shows the code snippets with the same semantics and their corresponding
ASTs and variable-based flow graphs. The difference between the ASTs is highlighted in red and yellow. The
nodes in the variable based flow graph are tokens of the intermediate code and the edges either represent
data dependencies (shown in solid line of light blue) or control dependencies (shown in dotted line of red).

To evaluate the effectiveness of our proposed model, we collect our dataset from GitHub con-
taining 41,152 code snippets written in the C language and perform code search experiments.
Experimental results show that deGraphCS improves the top-1 code search hit rate from 34.05%
to 43.05% when compared with the state-of-the-art methods. To simulate an actual code search
scenario, we design an online code search tool, which takes 50 practical descriptions randomly
chosen from the test set as candidate queries. For each query, 5 experienced participants manu-
ally label the relevant results they need returned by our proposed model deGraphCS and three
competitive approaches (i.e., DeepCS, UNIF and MMAN). The results of automatic evaluation and
manual evaluation both confirm the effectiveness of deGraphCS.
The main contributions of this paper are summarized as follows:
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• We propose a novel semantic code representation method called deGraphCS, which can
integrate tokens, data flow and control flow into a variable-based graph to represent semantic
of the code more precisely than traditional approaches (e.g., AST). All of our code and data
are available at https://github.com/degraphcs/DeGraphCS.
• We design a graph optimization mechanism to streamline the graph representation by
reducing 51.88% of the redundant nodes, which significantly improves the deGraphCS
performance by 13.77% and 18.92% in terms of MRR and SuccessRate@1.
• We collect a large-scale dataset from GitHub containing 41,152 code snippets written in the
C language and reproduce several competing code search models to make comparisons.
• We conduct experiments on the trained models, and the results of automatic evaluation
demonstrate that deGraphCS outperforms the state-of-the-art method (i.e., MMAN) by
19.14% and 26.43% in terms of MRR and SuccessRate@1. In addition, deGraphCS achieves
the best performance in our qualitative user study.

The remainder of this paper is organized as follows. In Section 2, we present two motivating
examples. In Section 3, we first provide an overview of our proposed model and then describe the
details of each part in our model. In Section 4, we describe the experimental setup and report the
experimental results. In Section 5, we briefly review the related works. Finally, in Section 6, we
conclude our study and future work.

2 MOTIVATING EXAMPLE
Due to the diversity of syntax and programming styles of code, the gaps are widespread between
syntax and semantics in code. The gaps bring the following challenges to traditional code represen-
tations: 1). same semantic code is represented as different because of different code style, resulting
in false negatives during searching code. 2). different semantic code is represented as similar be-
cause of similar code style and model limitations, resulting in false positive during searching code.
To overcome these challenges, we propose a semantic-based code representation method, which
can eliminate gaps caused by syntax and code style and widen gaps caused by semantics. In this
section, we show two motivating examples in Fig. 1 and Fig. 2 to illustrate our semantic based code
representation can represent programs better in dealing with two challenges.

Fig. 1 shows three C example code snippets with same semantics (sum the values in the specified
array) and corresponding ASTs and VFGs (abbreviation of our proposed code representation:
Variable-based Flow Graph). Fig. 2 includes two C example code snippets with different semantics
and corresponding ASTs and VFGs. AST is consist of basic syntax unit. For the convenience
of observation, the difference between the ASTs is highlighted in red and yellow. Our variable-
based flow graph is constructed from LLVM IR. Here, nodes in the flow graph are tokens of the
intermediate code and the edges either represent data dependencies (shown in solid line of light
blue) or control dependencies (shown in dotted line of red). Data dependencies of tokens refer to
tokens that have dependencies through data processing statement. For example, in Fig. 1, “sum_1”
has data dependency with “ptr” because of the data processing statement “𝑠𝑢𝑚+ = 𝑝𝑡𝑟”. Control
dependencies of tokens refer to the execution of some tokens depends on other tokens. For example,
in Fig. 1, the execution of statement “𝑠𝑢𝑚+ = 𝑝𝑡𝑟” depends on the condition statement “𝑝𝑡𝑟 ! = 0”,
and the execution of token “sum_1” also depends on the result of “cmp”. Therefore token “sum_1”
has a control dependency relationship with token “cmp”.

In Fig. 1(d-f), we can see that the three code with same semantics have different written formats (
“for”, “while” and recursive loops separately), resulting in completely different ASTs in Fig. 1(a-c).
However, in Fig. 1(g-h), when exploiting our variable-based flow graph, the three code snippets are
represented almost the same. We can see that Fig. 1(g) and Fig. 1(h) are very similar. In Fig. 1(g) and
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Fig. 2. The second illustrative example shows the code snippets with different semantics and their corre-
sponding ASTs and flow-based graphs. The difference between the ASTs is highlighted in red and yellow. The
nodes in the variable based flow graph are tokens of the intermediate code and the edges either represent
data dependencies (shown in solid line of light blue) or control dependencies (shown in dotted line of red).

Fig. 1(h), except for node “ptr_1” and “ptr”, every node in Fig. 1(g) can find corresponding node
in Fig. 1(h). Compared with the node in Fig. 1(g), the corresponding node has the same control
dependency and data dependency. It illustrates that our VFG can represent different programs
better.

In Fig. 2(c) and Fig. 2(d), although the two code examples are consist of the same statements, the
difference of order will lead to different functionalities. In Fig. 2(a) and Fig. 2(b), we can see that
the only difference of two corresponding ASTs are the positions of the two subtrees (connected
in red/yellow respectively). In the existing works, such as MMAN, will finally establish the same
representation when applying Tree-LSTM [62]. Therefore, we can regard the representations of
ASTs are almost same. However, the corresponding variable-based flow graphs differ significantly
in Fig. 2(e) and Fig. 2(f), because of the underlying data dependencies between variables. It demon-
strates that our variable-based flow graph can distinguish different semantic codes more accurately.

, Vol. 1, No. 1, Article . Publication date: May 2022.
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s

Fig. 3. The overall workflow of deGraphCS, containing offline data preparation, online inference and the
network architecture.

The two examples show that our proposed variable-based flow graph representation can represent
precise semantics of code while the syntactic structures fail.
Inspired by the above two examples, we conclude that data and control dependencies can

complement the drawbacks of structural feature-based code representation methods. However, the
existing works [3, 61] extract data and control flows on the basis of statements, obtaining vector
representations of code snippets by applying word embedding techniques such as skip-grams.
A prominent problem is that coarse-grained statements usually cannot accurately capture the
correlation between the code and query tokens. Therefore, we propose our fine-grained variable-
based flow graph method to precisely model the relationship between tokens in code snippets.

3 THE PROPOSED MODEL
In this section, we first introduce an overview of our proposed network architecture. Then, we
present our neural code representation mechanism, including the compilation background and
LLVM IR, the variable-based flow graph building mechanism and the optimization mechanism.
Finally, we present our comment description representation and model learning mechanism in
detail.

3.1 An Overview
Fig. 3 is an overview of the workflow of the deGraphCS model, which is composed of three parts:
the upper left part denotes the offline data preparation process, the bottom left part denotes the
online inference process, and the right part denotes the details of the network architecture. For
the network architecture, deGraphCS first embeds the neural code and comments to the vector
representations and then learns the relationship by minimizing the ranking loss function in the
training process. We describe each part of the architecture in the following sections.

3.2 Neural Code Representation
For code representation, we first integrate data dependencies and control dependencies into graphs
by analyzing different kinds of LLVM IR instructions. Specifically, we construct the data dependen-
cies based on the address operation instructions (e.g., “load”, “store”) and the computation-related
constructions (e.g., “add” and “sub”). In addition, the control dependencies are constructed based
on the jump instructions (e.g., “br”) and address operation instructions. The goal of code search is
to better match the code semantics with the keywords in the queries, and excessive information
may hinder the model from learning the fine-grained relationship between the source code and
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Fig. 4. An illustrative example shows a code snippet with its LLVM IR equivalent and our graph building as
well as the optimization.

queries. Therefore, we propose several mechanisms to optimize the graph to decrease the noise in
the model training process and improve the training efficiency. Finally, we feed the graph into a
GGNN [40] with an attention mechanism to learn the vector representation of the code. To better
explain our proposed neural code representation method, an illustrative example code associated
with its IR and our variable-based flow graph building and optimizing result is shown in Fig. 4.

3.2.1 Compilation and LLVM IR. Most popular compilers, such as LLVM and GCC, support mul-
tiple programming languages and hardware targets. To avoid duplications in code optimization
techniques, the compilers require a strict separation among the source language, IR, and the target
machine code, which is mapped to a specific hardware. LLVM IR supports various architectures and
can inherently represent optimized code. Compared with source code, LLVM IR can help us analyze
syntax and semantic of code conveniently. The IR in LLVM is given in static single assignment
(SSA) form [13], which guarantees that every variable is assigned only once. SSA can help us
to infer where the variables in code are defined and where they are used. As shown in Fig. 4(b),
LLVM divides the IR statements into several blocks represented by the corresponding labels shown
in different colors. For the instructions, regarding the third line in “label 9”, an instruction (IR
statement) in our algorithm is composed of three parts: opcode (“sub”), operand (%10, %11) and
result (%12).

3.2.2 Building Variable-based Flow Graph (VFG). To derive a precise semantic representation of
the source code, we construct the graph at the variable granularity to capture source code token
information. Specifically, we build data dependencies and control dependencies between variables
to capture the data and control flow information from the source code. It is noted that our graph
construction is an intra-procedural method since our dataset do not provide implementation details
of called function. An illustrative example of the variable-based flow graph is shown in Fig. 4(c),
which is the initial graph constructed from the LLVM IR shown in Fig. 4(b). The nodes in our graph
can be variables, opcodes or label identifiers, appearing in the figure as rectangles. Correspondingly,
an edge either represents a data dependency (in blue solid line) or control dependency (in red
dotted line). Given the LLVM IR, the whole graph building process is recorded in Algorithm 1.
Specifically, we first extract the identifiers in each IR instruction as nodes. Then, we build data
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Algorithm 1: Variable-based flow graph building process
Input: LLVM IR (shown in Fig. 4(b)).
Output: the constructed variable-based flow graph (shown in Fig. 4(c)).
1: for read the IR instructions by line do
2: Case Computation instructions:
3: Case “call/invoke”:
4: Build an edge parameters−→ function name.
5: Default:
6: Build an edge operands −→ opcode.
7: Build an edge opcode−→ result.
8: Case Address instructions:
9: for each load instruction operated on 𝑎𝑑𝑑𝑟 (i.e., a = load addr) do
10: value_list = SearchCFG(𝑎𝑑𝑑𝑟 , 𝑖𝑛𝑠𝑡 ).
11: Build edge value_list −→ 𝑎.
12: end for
13: for all instructions “store 𝑥 addr” do
14: Connect 𝑥 sequentially according to the order in CFG.
15: end for
16: Case “br” (i.e., br %𝑣𝑎𝑙 , label 1,label2):
17: Build edge condition −→ labels.
18: Build edge labels −→ “store” variables.
19: end for

dependencies and control dependencies between nodes according to different types of instructions
as follows.
Data dependency. Data dependencies exist in the computation-related constructions (e.g., “add”,
“sub”) and the address operation instructions (e.g., “load”, “store”). First, we build data dependencies
according to instructions that are related to computation such as “add” and “sub”. For example,
regarding the third line in the second block shown in green in Fig. 4(b) (“%8 = add nsw i32 %6,
%7”), we build data dependencies by linking the operands (%6 and %7) to the opcode (“add”) and
then linking the opcode (“add”) to the result (%8) shown in the green square in Fig. 4(c). It is noted
that “nsw” is refer to “No Signed Wrap” which is related to the variable type. We overlook these
keywords such as “nsw” since these keywords are not relevant to code semantics. We specifically
deal with the “call/invoke” instruction since the operands are the parameters of the corresponding
function. Specifically, when we build a graph for the current function (e.g., “get_sum”), we treat
the function call instruction in two situations. First, if the called function is an external function
that is not the current function (“get_sum”), we treat the name as opcode instead of “call/invoke”
and link the operands to the called function name. Second, if the called function is the current
function, it is regarded as a recursive call. Thus, we regard a node that links to the “return” node
as the result of the called function, and we link the result to the nodes that use the called function.
Moreover, we regard the input of the called function as passing to the parameter of the current
function; thus, we link the input node to the parameter node. For example, if we construct data
dependency for the function “foo(param1)”, which have one parameter “foo(param1)” and use
a statement “𝑟𝑒𝑠 = 𝑓 𝑜𝑜 (𝑎)” to call itself recursively in function body. We deal with the function
call “foo(param1)” according to the second situation. Specifically, “return” will be linked to “res”,
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which implies “foo” returns a value and assigns the value to “res”. At the same time, we link
variable “a” to “param1”, which implies function “foo” inputs variable “a” into parameter.

Algorithm 2: Search all variables from 𝑎𝑑𝑑𝑟 in 𝑖𝑛𝑠𝑡

Input: 𝑎𝑑𝑑𝑟 , 𝑖𝑛𝑠𝑡 .
Output: value_list.
1: pre_list← the last instructions pointed to inst.
2: for each instruction pre_inst in the pre_list do
3: if pre_inst has been searched then
4: continue
5: else if pre_inst is “store 𝑥 addr” then
6: Append the variable 𝑥 to the value_list.
7: else
8: list = SearchCFG(addr, inst)
9: Append all the values in list to value_list
10: end if
11: end for

Second, we build the variable data dependencies in “load” and “store” instructions. Specifically,
when the variables need to be used, LLVM loads the corresponding values from the allocated address
using the “load” instruction. Similarly, when variables need to be assigned new values, IR stores
the new values in am address using the “store” instruction. The reason to treat “load” and “store”
instructions separately is that in these two instructions, the address may store multiple values
from different variables, and it is difficult to build a one-to-one mapping relationship between each
address and variable. Therefore, we build data dependencies only between variables. For example,
regarding the “load” instructions of the second block shown in green in Fig. 4(b), although the
variables %6 and %7 are loaded from addresses %1 and %𝑏, the edges are connected from variables
%𝑎 and 1, which are the true sources. To achieve this, we need to traverse all the “load” instructions
and handle each instruction following the function in Algorithm 2.
Control dependency. Control dependencies could be found in the jump instructions (e.g., “br”) and
the address operation instructions (e.g., “load”, “store”). We exploit address operation instructions
since multiple variables stored in an address usually maintain a sequential order. Thus, we complete
variable control dependencies through two aspects as follows:

First, we build control dependencies between variables and the condition identifiers. These
conditions appear in condition jump instructions such as the “br” instruction, as shown in the last
purple line in Fig. 4(b). Label identifiers are the entries of basic blocks, and the condition determines
which label to jump to. Thus, we construct control dependencies by linking the condition to all
label identifiers. After that, to connect the whole graph, we build control dependencies between the
label and the corresponding basic block variables. In our algorithm, we link the label identifier to
the variables in the “store” instruction, as shown by the red line from label_true to %8 of Fig. 4(c)
because if a variable updates its value, a new value will be stored in the corresponding address by
a store instruction. To avoid missing some important control dependency, we also link the label
identifier to “cmp” opcode and “function name” in instruction. Because the result of compare
instruction or function call instruction may not be stored into address.

Second, multiple assignments of the same variable will generate different variables to be stored
in the address, and the variables usually maintain a sequential order. Therefore, we build control
dependencies between these variables with the same address. As shown in line 13 of Algorithm 1,
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we need to traverse every store instruction which stores a variable to address x, and find the
next “store” instruction that stores a new variable to address x, then build a connection from the
previous variable to the latter variable until all the variables are connected in sequential order.

3.2.3 Optimizing Variable-based Flow Graph. After constructing the variable-based flow graph,
we need to optimize the graph to decrease the noise and improve the training efficiency. The
optimization method is composed of the following four steps.
(1) First, in LLVM IR, variables in the “store” instruction are named with numbers (e.g., %1,%2).

Since the goal of code search is to better match the tokens (e.g., identifiers, function names)
in code with the keywords in queries, excessive numbers may prevent the model from
filtering the critical information of the flow graph. Therefore, we replace the numbers with
the corresponding variable names.

(2) Second, many opcodes are too trivial to represent the code semantics needed for code search.
Therefore, we remove these opcode nodes from the graph by linking the predecessors of
the opcode to their successors. Specifically, the trivial opcode can mainly be divided into
three kinds. The first kind of opcode is that related to memory access and addressing since
they operate on the variable address. The second is opcode related to conversion since they
aim to transform the type of the data (e.g., change “int” type to “string” type). The third is
opcode related to operations on exceptions, since the exceptions operations aim to monitor
the status of variables at run-time, and are always not related to the function semantics.

(3) Third, in LLVM IR, many temporary registers are generated to store the intermediate values,
and these registers have no corresponding variables. Thus, we remove these variable nodes
by linking their predecessors to their successors.

(4) Fourth, we compress the control flow graph by merging the “isolated” blocks. In our
constructed variable-based flow graph, assume block 𝑎 is the predecessor of block 𝑏; if block
𝑎 has only one successor and block 𝑏 has only one predecessor, then we merge the two blocks
to compress the control flow.

3.2.4 Graph2Vec. Since our constructed graph is a directed graph with multiple types of edges,
we utilize an improved Gated Graph Neural Network (GGNN) with an attention mechanism to
learn the vector representation of the code. GGNN is a neural network architecture for embedding
graphs with multiple types of edges. In our graph 𝐺 = (𝑉 , 𝐸), 𝑉 denotes a set of nodes(𝑣, 𝑙𝑣), and
𝐸 denotes a set of edges(𝑣𝑖 , 𝑣 𝑗 , 𝑙 (𝑣𝑖 ,𝑣𝑗 ) ). 𝑙𝑣 denotes the label of node 𝑣 , which consists of the variables
in the IR instructions. 𝑙 (𝑣𝑖 ,𝑣𝑗 ) denotes the label of the edge from 𝑣𝑖 to 𝑣 𝑗 , which includes two types:
data dependency and control dependency.

GGNN learns the vector representation of𝐺 by the message passing mechanism as follows. First,
we initialize each node 𝑣 ∈ 𝑉 with a one-hot embedding vector (ℎ0𝑣) according to 𝑙𝑣 . Then, we train
the embeddings of all nodes through multiple iterations. In iteration 𝑡 , each node 𝑣𝑖 obtains message
𝑚

𝑣𝑗 ↦→𝑣𝑖
𝑡 from neighbor 𝑣 𝑗 as𝑚

𝑣𝑗 ↦→𝑣𝑖
𝑡 = 𝑊𝑙 (𝑣𝑖 ,𝑣𝑗 )

ℎ𝑡−1𝑣𝑗
, where𝑊𝑙 (𝑣𝑖 ,𝑣𝑗 )

is the weight matrix specified by
the type of edges. It maps messages from neighbor 𝑣 𝑗 into a shared space. The weight matrix is
learned during the training process. Then, all messages from the neighbors of 𝑣𝑖 are aggregated in
the following equation:

𝑚𝑖
𝑡 = Σ

𝑣𝑗 ∈𝑁𝑒𝑖𝑏𝑜𝑢𝑟 (𝑣𝑖 )
(𝑚𝑣𝑗 ↦→𝑣𝑖

𝑡 ) (1)

Then, GGNN uses GRU (gated recurrent unit) [12] to update the embedding of each node 𝑣𝑖 . GRU
uses aggregated message and past state ℎ𝑡−1𝑣𝑖

to update the current state as ℎ𝑡𝑣𝑖 = 𝐺𝑅𝑈 (𝑚𝑖
𝑡 , ℎ

𝑡−1
𝑣𝑖
).

Finally, since different nodes contribute differently to the code semantics, we exploit the attention
mechanism to calculate the importance of different nodes. We first allocate weights for each node
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𝑣𝑖 as:
𝛼𝑖 = sigmoid(𝑓 (ℎ𝑣𝑖 ) · 𝑢𝑣𝑓 𝑔) (2)

where 𝛼𝑖 denotes the weight of node 𝑣𝑖 , 𝑓 (·) denotes the linear layer, · denotes the inner project
function and 𝑢𝑣𝑓 𝑔 denotes the context vector, which is a high-level representation of all nodes in
the graph. 𝑢𝑣𝑓 𝑔 is realized as a linear layer that is randomly initialized and jointly learned during
training. Then, we obtain the embedding of the whole graph ℎ𝑣𝑓 𝑔 as:

ℎ𝑣𝑓 𝑔 = Σ
𝑣𝑖 ∈𝑉
(𝛼𝑖ℎ𝑣𝑖 ). (3)

3.3 Comment Description Representation
For comment representation, we apply LSTM [27] to learn the corresponding representations.
The embedding ℎ𝑑𝑒𝑠𝑖 of each word in the comment is calculated as ℎ𝑑𝑒𝑠𝑖 = 𝐿𝑆𝑇𝑀 (ℎ𝑑𝑒𝑠𝑖−1,𝑤 (𝑑𝑖 )),
where 𝑖 = 1, ..., |𝑑 |, |𝑑 | denotes the length of the comment description, and 𝑤 denotes the word
embedding layer to embed each word into a vector. Since different parts of the comment make
different contributions to the final vector representation, we adopt the attention mechanism [1] to
capture the fine-grained relevance between the hidden states and the final comment representation.
Specifically, we apply the attention layer to calculate the attention score 𝛼𝑑𝑒𝑠 (𝑖):

𝛼𝑑𝑒𝑠 (𝑖) =
exp

(
𝑓 (ℎ𝑑𝑒𝑠𝑖 ) · 𝑢𝑑𝑒𝑠

)∑𝑛
𝑘=1 exp

(
𝑓 (ℎ𝑑𝑒𝑠

𝑘
) · 𝑢𝑑𝑒𝑠

) (4)

where · denotes the inner project of ℎ𝑑𝑒𝑠𝑖 and 𝑢𝑑𝑒𝑠 , 𝑓 (·) denotes a linear layer and 𝑢𝑑𝑒𝑠 denotes the
context vector, which is a high-level representation of all tokens in the comment. The context vector
𝑢𝑑𝑒𝑠 is randomly initialized and jointly learned during training. Then, the final representation of
the comment description 𝐸𝑑𝑒𝑠|𝑑 | is calculated as:

𝐸𝑑𝑒𝑠|𝑑 | =
|𝑑 |∑︁
𝑖=1

𝛼𝑑𝑒𝑠 (𝑖)ℎ𝑑𝑒𝑠𝑖 (5)

3.4 Model Training
Now, we obtain all code representations (𝐶) and description representations (𝐷). To search the
code precisely for each query, the model makes the code representation similar to the correct
description representation and make the code representation different from the incorrect descrip-
tion representation. Specifically, for each code snippet representation 𝑐 ∈ 𝐶 , we regard the only
associated description in 𝐷 as the correct description 𝑑+, and during each training iteration we
randomly choose one description from other descriptions(𝐷 − 𝑑+) as incorrect description 𝑑−.
Through removing the semantically duplicated code and randomly selection, the probability that 𝑑+
and 𝑑− have the same semantics is reduced to a very low level. To make the vector representation
of the pair < 𝑐, 𝑑+ > similar and the vector representation of the pair < 𝑐, 𝑑− > different, we train
the model by minimizing the loss function 𝐿(𝜃 ) in the formulation of:

𝐿(𝜃 ) = Σ
𝑐∈𝐶 𝑑+,𝑑−∈𝐷

𝑚𝑎𝑥 (0, 𝛽 − 𝑐𝑜𝑠 (𝑐, 𝑑+) + 𝑐𝑜𝑠 (𝑐, 𝑑−)) (6)

where 𝜃 denotes the model parameters, 𝑑+ denotes the correct description representation, and 𝑑−
denotes the incorrect description representation. The 𝑐𝑜𝑠 (, ) function measures the cosine similarity
between two vector representations, and 𝛽 denotes the constant margin.
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4 EXPERIMENTS AND RESULTS
In this section, to evaluate the code search performance of deGraphCS, we perform several
experiments to answer the following research questions:
• RQ1: How effective is our proposed deGraphCS?
• RQ2: How effective our VFG representation compared with other code representation on
code search task?
• RQ3: Whether our VFG representation is the better choice to integrate tokens, data flow and
control flow, compared with existing attention-based multi-modal learning method?
• RQ4: How does the attention mechanism in GGNN affect the performance of model?
• RQ5: How does our graph optimizing mechanism affect the final retrieval performance?
• RQ6: How does deGraphCS perform when varying the comment length, code length, VFG
node number and longest path length of VFG?
• RQ7: How does deGraphCS perform for helping developers in actual programming?

RQ1 investigates whether deGraphCS outperforms the state-of-the-art deep code search models.
RQ2 evaluates whether VFG representation outperforms other representations on code search
task. RQ3 verifies that using VFG representation is better than using multi-modal learning to fuse
the token, data flow and control flow information. RQ4 verifies the effect of attention mechanism
in GGNN. RQ5 investigates how our graph optimizing mechanism improves the training results.
RQ6 tests and verifies the robustness of our proposed model when varying the comment length,
code length, VFG node number and longest path length of VFG. RQ7 evaluates the performance of
deGraphCS compared with the state-of-the-art models in manual evaluation.

4.1 Experimental Setup
Here, we first describe our experimental dataset and present three widely used evaluation metrics.
Then, we describe the implementation details and introduce the baseline models for comparison.

4.1.1 Data Collection. As described in Section 3, our deGraphCS model needs a large-scale
training corpus that contains sufficient code fragments and the corresponding comment descriptions.
Unfortunately, we cannot obtain access to the datasets collected by the existing works such as
MMAN and UNIF. We also considered the dataset released by DeepCS, even though this dataset only
contains cleaned Java code. It is hard for us to generate the LLVM IR without raw data. Therefore,
to verify the performance of our proposed VFG representation method and code search model,
we re-construct a corpus of C code snippets, which were crawled from GitHub. We chose C code
snippets because the C language is popular and LLVM IR has been widely used on the C language.
To build the required dataset, we collected high-star C projects from GitHub (a popular open

source project hosting platform). Then, we collected our dataset by selecting the C methods
that contain the corresponding comment descriptions and can be compiled into LLVM IR from
projects. For each C method 𝑐 , we treat the first sentence that appears in the comment as the
corresponding natural language query 𝑞 since it typically describes the functionality implemented
by the method [29, 31]. To verify the first sentence appeared in the comment contains the program
semantic information, we randomly selected 100 pairs of query and code from our extracted dataset,
and we asked three people to check. In the result, we find most (93%) of program semantic can be
found in the first sentence. To reduce as many bad comments as possible, we use regular expressions
to delete some comments that are not related to the method function. For example, we delete the
comments which are start with “Copyright” since these comments always describe the copyright
information of source code. Furthermore, we filter the (𝑞, 𝑐) pairs by the following rules:
• (𝑞, 𝑐) are filtered out if the code snippet 𝑐 is a constructor or a test method.
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(a) the domains of projects in our dataset (b) the domains of projects in SourceForge

Fig. 5. The distribution of project domains

• (𝑞, 𝑐) are filtered out if the length of the query 𝑞 is less than 3 words or longer than 30 words.
The query which is less than 3 words are filtered out since we do not expect such query to be
informative. The query which is longer than 30 words are filtered out since such query is
rare and usually not related to the code function.
• (𝑞, 𝑐) are filtered out if the length of the code snippet 𝑐 is less than 5 lines or longer than 30
lines. The code which is less than 5 lines or longer than 30 lines are filtered out since such
code is rare, and the model training time will greatly increase.
• If a (𝑞, 𝑐) pair appears multiple times in the dataset, we remove the duplication.

After collecting the corpus of commented code snippets, we then extract LLVM IR for our
proposed model and other source code features for the baseline models, i.e., method name, tokens,
AST and S-CFG. Finally, we obtained 41,152 samples, which is more than the 28,527 samples in
MMAN [64]. Since the 41,152 samples are distributed in 1,554 open source projects, we believe
it is general enough to train our model. To verify the generality of our dataset, we recruited 3
experienced graduated students from our school to investigate the domains of all projects in our
dataset. They spent two days in reading official documents and classify each project in our dataset.
Each project is classified into 18 categories according to the categories of projects in SourceForge 3.
As shown in the Fig. 5, we can see that projects in our dataset cover all categories and have similar
distribution with domains of projects in SourceForge. Therefore, we believe that the domains of
our dataset is general. Following [64], we shuffle our dataset and split it into a training set with
39,152 pairs and a test set with 2,000 pairs. In the experiments, we utilized one correct candidate
and 1999 distractors to test models. To avoid bias resulting from evaluation on isolated datasets, we
resort to automatic evaluation metrics on corpora with the ground truth.

Furthermore, to perform the manual evaluation, we first randomly select 100 descriptions from
the test set, and then we carefully choose the 50 descriptions that are the easiest to understand.
We rewrite the 50 descriptions (e.g., add some conjunction) as test queries to ensure that they are
similar enough to real-world user queries. We construct a search codebase containing 30,799 C
code snippets without the training samples to guarantee fairness. Five experienced participants
select the relevant results returned by each model and record the scores.

3https://sourceforge.net/directory/
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4.1.2 Evaluation Metrics. We choose two commonmetrics to measure the code search performance:
SuccessRate@k and Mean Reciprocal Rank (MRR).

For the automatic and manual evaluations, we adopt both SuccessRate@k and MRR to assess the
performance of a code search model with respect to a set of queries. SuccessRate@k represents the
percentage of queries for which more than one correct snippet exists in the top 𝑘 ranked snippets
returned by a search model, which is calculated as: SuccessRate @𝑘 =

(
1
|𝑄 |

∑𝑄

𝑞=1 𝛿
(
Rank 𝑞 ≤ 𝑘

) )
,

where 𝑄 denotes the set of queries in our automatic evaluation, 𝑅𝑎𝑛𝑘𝑞 denotes the highest rank of
the hit snippets in the returned snippet list for the query, and 𝛿 () denotes an indicator function
that returns 1 if the rank of the 𝑞𝑡ℎ query (𝑅𝑎𝑛𝑘𝑞) is smaller than 𝑘 and returns 0 otherwise.
SuccessRate@k is important because a better code search engine will allow developers to find
the desired snippet by inspecting fewer results. Following MMAN, we evaluate SuccessRate@1,
SuccessRate@5, and SuccessRate@10; a higher SuccessRate@k value implies better performance of
the code search model.
We also use MRR to measure the search result ranking of each model. MRR is the average of

the reciprocal ranks of all queries 𝑄 . The reciprocal ranks are the inverse of the highest rank of
the hit code, i.e., rank. The computation of MRR is: MRR = 1

|𝑄 |
∑ |𝑄 |

𝑞=1
1

Rank𝑞 , where 𝑄 denotes the
set of queries in the automatic evaluation, and 𝑅𝑎𝑛𝑘𝑞 denotes the rank of the ground-truth code
corresponding to the 𝑞𝑡ℎ query. The higher the MRR value is, the better the code search performance.
It is noted that we use following formula to evaluate the improvement of performance.

𝑖𝑚𝑝𝑟𝑜𝑣𝑒𝑚𝑒𝑛𝑡 =
𝑃𝑛𝑒𝑤 − 𝑃𝑜𝑙𝑑

𝑃𝑜𝑙𝑑
(7)

In the equation, the 𝑃𝑛𝑒𝑤 is the performance of improved model, the 𝑃𝑜𝑙𝑑 is the performance of
origin model.

4.1.3 Baseline Models. We compare the effectiveness of deGraphCS with 3 state-of-the-art deep
learning-based code search methods:

• DeepCS: DeepCS [20] is a deep code search engine using deep neural networks. Instead of
matching text similarities as traditional works, DeepCS learns a unified vector representation
of both source code and the corresponding natural language query. We use the official
implementation provided by the authors 4.
• CARLCS-CNN: CARLCS-CNN [58] uses a a co-attention mechanism to improve the neural
networks of DeepCS. Generally, CARLCS-CNN learns a correlation matrix between embedded
code and query, and co-attends their semantic relationship.
• Self-Attention: Self-Attention is a baseline model used by [31]. It encodes code and query
with BERT [16] encoder and then computes a similarity score between the representations
of code and query. We use the official implementation by the authors. In self-attention, the
model uses same structure of neural network as the pre-training model in BERT [16].
• UNIF: UNIF [7] is a supervised extension of the base NCS technique [56]. UNIF maintains
significantly lower complexity than previous sequence-of-words-based networks by using a
bag-of-words-based network.
• MMAN: MMAN [64] is a novel multimodal neural network for code search. MMAN uses
an attention mechanism to incorporate multiple features, including code tokens, AST and
S-CFG, to learn a more comprehensive representation for code understanding.

4https://github.com/guxd/deep-code-search
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In addition, we combine our representation method with current popular pre-training techniques.
We use two typical pre-trained models, i.e., CodeBERT [18] and CodeT5 [69], and add fine-tune
those models using our dataset.

To answer RQ2 (how effective VFG representation, compared with other code representation on
code search task), we compare our method with different code representations on code search task.
To eliminate the influence of the model, all the code representations are embedded into vector by
GGNN. The details of different code representations as follows:

• CFG: CFG is control flow graph of source code, which is consist of statements and control
flow relationships between statements. We use LLVM to generate CFG of code, and embed
CFG into vector with GGNN refer to MMAN [64].
• AST: AST is abstract syntax tree of source code. We use LLVM to generate AST.
• FA-AST: FA-AST is graph representation of programs called flow-augmented abstract syntax
tree. [68] constructed FA-AST by adding extra control and data flow edges to augment original
AST. Refer to the construction mechanism of [68], we construct FA-AST of C language code.
• IVFG: IVFG is graph representation of programs called interprocedural value-flow graph.
[61] used the statement of LLVM IR as node of graph and used Andersen’s pointer analysis
to construct the edge of graph. Followed by [61], we construct IVFG of our dataset. To better
migrate IVFG to code search, we add variable names on the nodes instead of statements
in [61].

To answer RQ3 (how effective is our graph-based integration compared with multimodal atten-
tion) and RQ4 (how does graph optimization in deGraphCS affect its effectiveness), we compare
deGraphCS with some of its variants as follows:

• MMAN (Token+V-DFG+V-CFG): In this variant, we exploit the features of deGraphCS,
i.e., code tokens, variable-based data and control flow graphs, and fuse them in a multimodal
neural network with an attention mechanism. In other words, the features used in MMAN
are replaced with the features used in deGraphCS. This variant is used to validate that our
graph building and optimizing mechanism is more effective than the previous multi-modal
incorporation mechanism.
• deGraphCS-noGO: In this variant, we remove the graph optimization mechanism from
deGraphCS. This variant is used to validate that it is necessary to remove the redundant
information in the initial constructed graph and verify how this mechanism can improve the
training results.

4.1.4 Implementation Details. To keep more semantic information in source code, we set LLVM
compiler optimization level into “O0”. We use LLVM compiler 9.0 and add argument “-fno-discard-
value-names” to retain variable name in source code. To train our proposed model, we first shuffle
the training data and set the mini-batch size to 16. We build two separate vocabularies for comments
and LLVM IR tokens and limit their vocabulary size to 10,000 and 15,000, respectively, to store the
most frequently appearing tokens in the training dataset. For each batch, comments are padded to
the maximum length with a special token “PAD”, which is set to 30 in our experiments. All tokens
in our dataset are converted to lower case and parsed into a sequence of tokens according to camel
case and “_” if exists. We set the word embedding size to 300. For the LSTM and GGNN units, we set
the hidden size to 512. In addition, we set 5 rounds of iteration for GGNN. The margin is set to 0.6.
We update the parameters via the AdamW optimizer [43] with a learning rate of 0.0003. It is noted
that we follow [64] and do not fine-tune the hyper-parameters of the GGNN and LSTM model.
We mainly fine-tune other hyper-parameters like the learning rate of model. For example, we set
value of learning rate from 0.01 to 0.0001, and observe the performance changes of the model. We
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Table 1. Comparison of the overall performance between our model and baselines on automatic evaluation
metrics

Method R@1 R@5 R@10 MRR

DeepCS 0.2350 0.4185 0.5045 0.3268
UNIF 0.3250 0.5175 0.5980 0.4193
CARLCS-CNN 0.2560 0.4825 0.5670 0.3517
Self-Attention 0.3965 0.5910 0.6570 0.4905
MMAN 0.3405 0.5325 0.6130 0.4342
deGraphCS 0.4305 0.6175 0.6810 0.5173

CodeBERT_FT 0.4595 0.6616 0.7421 0.5545
CodeBERT_deGraphCS 0.4647 0.6889 0.7584 0.5680
CodeT5_FT 0.5889 0.7637 0.8189 0.6694
CodeT5_deGraphCS 0.5974 0.7668 0.8242 0.6758

choose the best model performance which is stable in a certain range of values. All the models in
this paper are trained for 200 epochs. All the experiments are implemented using the PyTorch 1.6
framework with Python 3.6, and the experiments are conducted on a server with one NVIDIA Tesla
V100 GPU running on Ubuntu 18.04.

4.2 Experimental Results
4.2.1 RQ 1: Comparison with Baselines. RQ1 investigates whether deGraphCS outperforms the
state-of-the-art deep code search models. We evaluate deGraphCS on the test set, which consists
of 2,000 pairs of code snippets and the corresponding descriptions. In this automatic evaluation, we
treat each description as an input query, and its corresponding code snippet as the ground truth.
We report our evaluation results in Table 1. Columns R@1, R@5, and R@10 show the values of
SuccessRate@k over all queries when 𝑘 is set to 1, 5 and 10, respectively. The column MRR presents
the MRR value of each model.
From Table 1, we can clearly find that deGraphCS beats existing code search methods on

all the metrics. Specifically, deGraphCS obtains an MRR of 51.73%, which is better than that
of DeepCS (32.68%), UNIF (41.93%), CARLCS-CNN(35.17%), Self-Attention(49.05%) and MMAN
(37.97%). For SuccessRate@k, deGraphCS improves the state-of-the-art R@1 score from 34.05%
(obtained by MMAN) and 39.65% (obtained by Self-Attention) to 43.05%. For 43.05%/61.75%/68.10%
of the test queries, the relevant code snippets can be found within the top 1/5/10 returned results
by deGraphCS. The results indicates the effectiveness of deGraphCS.

In addition, to combine our representation method with current popular pre-training techniques,
we use CodeBERT [18] and CodeT5 [69] models to obtain vector embeddings of query and code.
CodeBERT generates high-quality text and code embeddings by pre-training on the CodeSearch-
Net [31] corpus with two tasks, masked language modeling and replaced token detection. CodeT5
is a unified pre-trained encoder-decoder transformer model that better support both code un-
derstanding and generation tasks and allows for multi-task learning. To fuse our semantic map
in the fine-tuning stage, we transform the semantic map into sequences via a depth-first search
algorithm, which is used as additional information for code representations. Specifically, we use two
pre-trained models, CodeBERT and CodeT5, as encoders, respectively. When encoding the code, the
input of the original model is the token sequence of the code, and the modified model uses the token
sequence of the code and the sequence obtained from the depth-first search traversal of the semantic
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Table 2. Effect of VFG representation compared to other typical representations

Method R@1 R@5 R@10 MRR

CFG 0.0945 0.2010 0.2450 0.1455
AST 0.2435 0.4185 0.4910 0.3276
FA-AST 0.2370 0.4115 0.4875 0.3222
IVFG 0.3025 0.4550 0.5710 0.3984
deGraphCS 0.4305 0.6175 0.6810 0.5173

graph as input. The data used in the fine-tuning phase is the same as the DeGraphCS training data.
The results are listed in the second row of Table 1. Among them, CodeBERT_FT and CodeT5_FT
fine-tune the pre-trained model on our data, CodeBERT_deGraphCS and CodeT5_deGraphCS add
semantic graph sequences as additional information in fine-tuning. The results show that: (a) the
pre-trained model greatly improves the performance of code search compared to other deep learn-
ing models (e.g., CodeT5_FT can achieve more than twice as much performance in MRR compared
to DeepCS); (b) adding our semantic graph representation of IR can get additional enhancement
even in the simply way during the fine-tuning stage. It would indicate a promising direction of
understanding source code by combining intermediate representation and pre-training techniques.
We leave a deep investigation in the future work.

4.2.2 RQ 2: Effects of VFG Representation. To demonstrate VFG is a better representation than
other representation (AST, FA-AST, CFG, IVFG) on the code research task. We feed different
representations into the same code search model (i.e., the improved GGNN in this paper). Table 2
shows the performance of different representations.

Our results show that VFG is much better than other representations. In terms of SuccessRate@1,
the performance of deGraphCS is almost twice the performance of AST and FA-AST. The CFG
representation is the worst, is less than the half of the performance of AST and FA-AST. The IVFG
is based on instructions of LLVM IR, we can see that our variable based method is better than
IVFG. In terms of other metrics, VFG also performs better than other representations. For MRR, the
improvements to CFG, AST, FA-AST, IVFG are 255.53%, 57.91%, 60.55% and 29.84%, respectively.
The results show that VFG can capture code semantics more accurately.

4.2.3 RQ 3: Effects of Integration. To evaluate the advantage of our approach in the aspect of inte-
grating tokens, data flow and control flow, we perform experiments on two models, i.e.,deGraphCS
and MMAN (Token+V-DFG+V-CFG). deGraphCS integrate token, data flow and control flow into
one graph, and use GGNN to obtain the representation of graph. MMAN (Token+V-DFG+V-CFG)
use multi-modal to obtain different representations of token, data flow and control flow, and
fuse different representations into one representation. Table 3 shows the performance of the two
approaches.

In Table 3, we can observe that the MRR of MMAN (Token+V-DFG+V-CFG) decreases by 8.96%
compared with deGraphCS. In terms of SuccessRate@k, MMAN (Token+V-DFG+V-CFG) achieves
a SuccessRate@1/5/10 of 33.80%, 52.50% and 59.90%, respectively, much lower than those of de-
GraphCS. This means that more relevant code snippets are returned by deGraphCS. Therefore,
integrating the three features into one graph is a better choice, instead of roughly fusing them by a
single attention layer.

4.2.4 RQ 4: Effect of Attention Mechanism. To evaluate the advantage of attention mechanism
compared with sum mechanism and mean mechanism, we perform experiments on three models,
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Table 3. Effect of graph integration

Method R@1 R@5 R@10 MRR

MMAN(Token+V-DFG+V-CFG) 0.3380 0.5250 0.5990 0.4277
deGraphCS 0.4305 0.6175 0.6810 0.5173

Table 4. Effect of attention mechanism

Method R@1 R@5 R@10 MRR

deGraphCS(mean) 0.3380 0.5425 0.6210 0.4516
deGraphCS(sum) 0.3315 0.5275 0.5980 0.4234
deGraphCS(attention) 0.4305 0.6175 0.6810 0.5173

Table 5. Effect of graph optimization

Method R@1 R@5 R@10 MRR

deGraphCS-noGO 0.3620 0.5585 0.6210 0.4547
deGraphCS 0.4305 0.6175 0.6810 0.5173

i.e.,deGraphCS(attention), deGraphCS(sum) and deGraphCS(mean). deGraphCS(attention) utilize
attention network to learn different weights for nodes’ vectors. deGraphCS(sum) sums all nodes’
vectors and deGraphCS(mean) averages all nodes’ vectors.

Those mechanism are all used to integrate the nodes’ information into one graph vector. From
Table 4, we can see that deGraphCS(attention) achieves the best performance on R@1, R@5, R@10
and MRR. We believe that the attention mechanism can focus on the most important nodes in graph
and abandon useless nodes. However, the sum mechanism and mean mechanism may confuse
important information.

4.2.5 RQ 5: Effect of Graph Optimization Component. To demonstrate the effectiveness of the flow
graph optimizing mechanism constructed from LLVM IR, we perform experiments by comparing
deGraphCS with the version with the graph optimization mechanism removed deGraphCS-noGO.
We present the overall comparison results in Table 5.

In Table 5, we can see that deGraphCS-noGO achieves an average success rate of 36.20%, 55.85%,
and 62.10% when the top 1, 5, and 10 results are inspected, respectively. In contrast, deGraphCS
achieves average success rate of 43.05%, 61.75% and 68.10%. The result shows that deGraphCS
returns more relevant code snippets than deGraphCS-noGO. For SuccessRate@1, SuccessRate@5
and SuccessRate@10, the improvements to deGraphCS-noGO are 18.92%, 10.56% and 9.66%. For
MRR, the improvement to deGraphCS-noGO is 13.77%.

The results demonstrate that removing redundant information and optimizing the node contents
of the initial constructed flow graph focuses our proposedmodel more on the useful and fine-grained
correlations between the source code and the comment descriptions. In addition, we performed
statistical analysis and found that the total number of nodes in the optimized graph decreases by
51.88% compared with graph without optimization, which decreases training time by approximately
half.
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Fig. 6. Experimental results of deGraphCS on different metrics w.r.t. varying numbers of nodes and code
lengths.

4.2.6 RQ 6: Model Robustness. To analyze the sensitivity of deGraphCS, we explore four parame-
ters (i.e., comment length, code length, number of VFG nodes, the length of the longest path in
VFG) that may have an impact on the code and comment representation. The comment length
reflects the complexity of comment, and code length, number of VFG nodes, the length of the
longest path in VFG both reflect the complexity of source code. The length of the longest path in
VFG is the maximum distance between the pair of nodes in graph. Fig. 6 illustrates the performance
of deGraphCS based on different evaluation metrics with varying parameters. From Fig. 6(a)(b)(c),
we can find that in most cases, deGraphCS maintains a stable performance even though the
comment length, code length or node number increases dramatically, which can be attributed to the
superiority of our variable-based flow graph. The length of the longest path between any two nodes
is used to measure the complexity of our flow graph. From Fig. 6(d), we can see that as the length
of the longest path increases (i.e., the difficulty of the graph embedding increases), the performance
of deGraphCS decreases slightly but overall maintains a stable level. We can also see some zigzag
behaviors in the four charts, but the fluctuation is very small in Fig. 6(a)(b)(d). The reason why the
fluctuation in Fig. 6(c) is more obvious than other figures is that the length of longest path can
better reflect the code complexity than the number of VFG nodes. Therefore, we believe that the
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Table 6. Comparison of the overall performance between our model and baselines on manual evaluation
(SuccessRate@10|MRR)

Method P1 P2 P3 P4 P5 Aveg.

DeepCS 0.40|0.21 0.34|0.18 0.34|0.17 0.52|0.36 0.48|0.35 0.42|0.26
UNIF 0.52|0.36 0.52|0.27 0.48|0.29 0.60|0.39 0.58|0.39 0.54|0.34
MMAN 0.58|0.41 0.52|0.33 0.48|0.37 0.64|0.43 0.64|0.44 0.57|0.40
deGraphCS 0.66|0.47 0.62|0.46 0.56|0.36 0.70|0.51 0.70|0.61 0.65|0.48

performance decreases slowly with the increase of code complexity or query complexity. Overall,
the results in this subsection further verify the robustness of our proposed model.

4.2.7 RQ 7: Human Evaluation. deGraphCS shows great utility in the aforementioned automatic
evaluation experiments. However, in reality, the questions of the usefulness of a returned code
snippet are likely best answered by human programmers. Thus, we conduct a user study where 5
experienced programmers are asked to grade the utility of code fragments returned by the baseline
methods, i.e., DeepCS, UNIF, MMAN and our proposed model deGraphCS.

Specifically, we first build a search platform that includes a search codebase of 30,799 C language
functions and 50 queries selected from the test set as benchmarks. By using different models, the
platform will recommend the top 10 code snippets to users according to the query. Then, we recruit
5 graduate students from our school who have rich experience in C projects and are competent
enough to perform the user study to evaluate the effectiveness of these models. To evaluate the
models fairly, the 5 recruited students are not part of authors.
To simulate real scenarios, we allowed the 5 participants (denoted as P1 to P5) to use the four

models in turn to search the related code of 50 queries. All participants had over 2 years/5 projects
in C programming experience. During the evaluation, we ensured that participants did not know
which model the returned the results. For each query, they inspected the top 10 results returned by
each model and labeled those results they believed were relevant to the query. Table 6 shows the
overall performance achieved by each model in terms of SuccessRate@10 and MRR.
From Table 6, we can draw the following conclusions: (a) under the experimental setting, de-

GraphCS answers more user queries with an average SuccessRate@10 of 0.65, and the improve-
ments compared withMMAN, UNIF and DeepCS are 14%, 20% and 55%, respectively; (b) deGraphCS
achieves a better code search performance with an average MRR of 0.48. In conclusion, our proposed
model maintains a higher practical value in the simulated code search scenario.
We further chose several examples to illustrate the superiority of deGraphCS on the search

results. Fig. 7 shows the searched results of deGraphCS, DeepCS, UNIF and MMAN on the query
“allocate memory for the file descriptors”. We can see that the result returned by deGraphCS is
exactly what the users need. However, the results returned by DeepCS, UNIF and MMAN do not
realize the queried function and only focus on the shallow information (i.e., keyword “fd”, which is
related to file descriptor). Specifically, the core functionality related to the keywords in the query is
outlined red. The baseline methods can only retrieve the functions that realize file creation, open
or memory allocation for other data structures instead of file descriptors. In addition, Fig. 8 shows
the rank 1 and rank 2 searched results of deGraphCS on the query “calculate checksum of
checkpoint”. We can see that both retrieved code snippets realize the function of buffer checking
and computing. However, compared with the rank 1 result, whose tokens are well named (i.e.,
checksum, buffer) and obviously matched with the keywords in the query, the variables in the rank
2 code snippet are much more obscure (i.e., cksum, b). Since the tokens in the rank 2 code are not
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Fig. 7. An illustrative example shows the comparison between the searched results of (a) deGraphCS, (b)
DeepCS, (c) UNIF and (d) MMAN on the query “allocate memory for the file descriptors”.

named following natural language rules, it is hard for the models to utilize the token information
for matching. The fact that deGraphCS can retrieve the obscure code snippet related to the query
on the semantics demonstrates that the data and control flow features are essential in code search
and that deGraphCS can fully exploit the useful information in our variable-based flow graph.

4.3 Threats to Validity
deGraphCS may suffer from three threats to validity. The first lies in the scalability of our proposed
approach. The LLVM IR can only be extracted from a whole program with complete dependencies.
Therefore, it is difficult to extend our precise code representation model to some sources where
LLVM IR cannot be successfully extracted, such as many single code snippets in StackOverflow. The
difficulty can be solved by automatically adding an interface for missing class objects and methods.
We plan to overcome this compilation problem to generate more datasets in the near future. The
second threat is that deGraphCS is currently trained and tested only on C programs. However,
our work is based on the LLVM IR of the code, which is independent of the source programming
language. Thus, our code representation method can be easily transferred to other languages such
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Fig. 8. The rank 1 and rank 2 searched results of deGraphCS on the query “calculate checksum of checkpoint”.

as Python and Java. For example, to transfer our work to the Java language, we can use Soot 5 (a
Java optimization framework) to generate Jimple, which is an intermediate representation of Java.
To transfer to the Python language, we can analyze and utilize the Python bytecode. We can build
a variable-based flow graph based on the above intermediate representations. The third threat lies
in the model generalization ability. We constructed a test dataset consisting of only 2,000 C code
snippets, which may not be sufficient to represent most programming tasks. We plan to extend the
dataset in the near future. The last threat is the reliability of dataset. According to our statistics,
few (7%) of program semantic cannot be found in the first sentence of the comment, which would
exert few negative impact on our model.

5 RELATEDWORK
5.1 Code Search
As vast repositories of open source code have become available, many works have been proposed to
search code to help developers. There are many works that attempt to search code according to user
queries. Traditional code search methods are mainly based on information retrieval and natural
language processing technologies [2, 9, 28, 34, 39, 45–47], which consider source code text and
structural characteristics. [2] proposes a code search engine Sourcerer that extracts fine-grained
structural information from source code. [45] proposes CodeHow, a code search technique that
reveals APIs related to user queries according to text similarity, and then applies an extended
Boolean model to utilize API information in code searching. NCS [56] utilizes natural language
processing technologies to embed the code and query into vectors, and then searches the code
snippet by comparing the similarity of the vector representations. The above information retrieval-
based methods treat both source code and query as natural language. It is difficult to deeply
understand the semantic information of source code.
Since traditional code search based on syntactics often returns vague or irrelevant results,

many works [36, 38, 55, 59, 67] have been proposed for semantic code search, which depends on
specifications. For example, to search semantically related code, [55] proposes an architecture for
semantics-based code search. The architecture utilizes many different specifications, including
keywords, method signatures and test cases. The semantic search based on specifications performs
well for finding relevant code but requires developers to write complex specifications. To reduce
the specification requirement, [59] proposes a new approach in which programmers are required
only to specify lightweight, incomplete specifications that are in the form of input/output pairs

5https://github.com/soot-oss/soot
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and/or partial program fragments. Then, the approach uses an SMT solver to automatically identify
programs. However, it also requires extra specifications to understand code semantics. Compared
with the prior semantic code search, our method uses a static code-level analysis on source code,
without the need to input extra specifications or run code snippets. Our work focuses on scenarios
in which users can simply use natural language to describe their intent. Finally, we obtain code
semantics by using a deep learning model to learn a code representation instead of depending on
the input and analysis of specifications.

Many works have been proposed to enrich query information by refining queries, including query
expansion and reformulation [17, 22, 25, 26, 37, 44, 66, 67]. Specifically, [22] trains a recommender
(Refoqus) based on machine learning technologies, and Refoqus can recommend a reformulation
strategy according to query properties. [44] utilizes synonyms generated from WordNet to extend
queries. [67] utilizes user feedback to reformulate queries, and [66] generates semantic enriched
queries using reinforcement learning.

Recently, to understand the deep semantics of the code and queriers, deep learning technologies
have been applied to code search [7, 10, 15, 20, 21, 24, 30, 56, 58, 64]. [10] proposes BVAE including
two variational autoencoders (VAEs) to model source code and natural language, and jointly trains
two models to capture the similarity between the latent variables of the code and description. Many
works measure the semantic similarity of the source code and query through joint embedding and
deep learning technologies. CODEnn [20] extracts code tokens, filenames and API sequences as
the features and embeds this information and queries into a shared space so that code snippets
could be retrieved by query vectors. CARLCS-CNN [58] uses a co-attention mechanism to improve
the neural networks of DeepCS. UNIF [7] extends NCS and further fine-tunes code and query
embeddings by joint deep learning. [31] proposes multiple models (Bag of Words (Neural BoW),
RNN, 1D-CNN, and Self-Attention) to encode tokens and mine code semantic for code search task.
To utilize more source code information, [64] proposes MMAN, which uses a multimodal (tokens,
AST and CFG) to represent source code. [23] proposes a multi-perspective cross-lingual neural
framework and inputs the code sequence and AST sequence to train model. Similarly, we embed
the source code and query into a common space to mine the semantic relationship. However, these
works cannot precisely represent source code semantics.

5.2 Code Representation
Deep learning techniques for program analysis have attracted increasing attention. Many works
focus on source code representation to perform further software engineering research [14, 32, 33, 48,
53, 54, 63, 65, 70, 71]. [54] adopts an RNN and n-gram model for code completion. To capture code
structural information, [48] proposes a novel tree-based convolutional neural network (TBCNN) to
represent source code ASTs. [70] proposes a framework (CDLH) that incorporates an AST-based
LSTM to exploit lexical and syntactical information. More recently, to extract more information,
[64] proposes MMAN to combine multiple semantic information of code, which includes source
code tokens, AST, and CFG. These studies focus on different source code representations to capture
the structural, syntactical and semantic information. However, they cannot precisely represent the
code on semantics. Therefore, we focus on the code semantics and propose our variable-based flow
graph method.
Several recent works [6, 11, 57, 60] have attempted to utilize intermediate representation to

represent code. [60] constructs a dependency graph to represent code based on Java bytecode
instructions. They use graphs to record data and control dependencies between instructions to
detect code similarity by using a subgraph isomorphism algorithm to analyze the similarity of
the dependency graph. [11, 61] both focus on building a graph based on LLVM IR to represent
code. [11] uses a skip-gram model to learn the graph representation and apply to code task, [61]
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uses Andersen’s pointer analysis to construct graph and represents code to the code summary and
code category task. They achieve good performance by utilizing intermediate representation to
represent code. [19] also utilizes the data dependency and control dependency of statements and
constructs a dependency matrix. Through the dependency matrix, [19] improves the performance
of code search. Different from these works, we aim to make a more precise code search; thus,
we construct a different graph based on variables instead of instructions, which ensures that the
granularity of both comments and code representations in code search are consistent. Compared
with the previously used methods, we use a deep learning model (GGNN) to learn the code semantic
representation. Furthermore, to obtain a more precise code representation, we optimize the graph
to decrease the noise and improve the training efficiency.
Many works [49–52] have been proposed to mine Object/API usage. They recommended Ob-

ject/API patterns to assist developer in real-time programming. These works are similar to the
techniques of code search, which also retrieval useful code for code developer. Many Object/API
usage miners represent code as graph, and construct the graphs based on the usage orders of
objects/API’s actions. Then, the traditional methods like graph isomorphism algorithm or boolean
model are used to mine object/API usage pattern on graph. Compared with the approaches of
searching object/API usage, we focus on all useful tokens include API, variable names and opcode
names, since we believe all of these tokens are related to code semantic. Then we propose a novel
variable-based graph construction method to represent control- and data- flow information.

6 CONCLUSION AND FUTUREWORK
In this paper, we propose a deep graph neural network named deGraphCS for code search. Instead
of considering source code structural features such as AST, deGraphCS proposes a new code
representation method for code search task which can represent the semantics of code more
precisely. Furthermore, we propose an optimization to remove the redundant information of the
graph, followed by a gated graph neural network with an attention mechanism to capture the
critical code information. In addition, we use a unified framework to learn the representation of
natural language queries and corresponding code snippets. We conduct several experiments on
trained models, and the results of automatic evaluation and manual evaluation both demonstrate
that our proposed approach is effective and outperforms the state-of-the-art approaches.

In the future, we plan to overcome the compilation problems of code snippet and investigate the
performance of deGraphCS on other datasets of different programming languages, e.g., Python and
Java. We aim to apply our variable-based flow graph construction method to inter-procedural and
represent more complicated code snippets precisely. We also plan to extend the variable-based flow
graph we designed to solve other software engineering problems, e.g., code translation[11], API
recommendation [5, 30], and code clone detection [71]. As the pre-trained model developing, we
also plan to train a unified large-scale pre-trained model for multiple languages including the source
code corpus of C, C++, Java, Python and so on. Also, we would further explore the fine-tuning and
prompt strategies to improve the performances of pre-trained model by combing the source code
token and semantic-based graph data.
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