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ABSTRACT
GitHub, one of the largest social coding platforms, fosters a flex-
ible and collaborative development process. In practice, develop-
ers in the open source software platform need to find projects rel-
evant to their development work to reuse their function, explore
ideas of possible features, or analyze the requirements for their
projects. Recommending relevant projects to a developer is a dif-
ficult problem considering that there are millions of projects hosted
on GitHub, and different developers may have different require-
ments on relevant projects. In this paper, we propose a scalable and
personalized approach to recommend projects by leveraging both
developers’ behaviors and project features. Based on the features of
projects created by developers and their behaviors to other projects,
our approach automatically recommends top N most relevant soft-
ware projects to developers. Moreover, to improve the scalability of
our approach, we implement our approach in a parallel processing
frame (i.e., Apache Spark) to analyze large-scale data on GitHub
for efficient recommendation. We perform an empirical study on
the data crawled from GitHub, and the results show that our ap-
proach can efficiently recommend relevant software projects with a
relatively high precision fit for developers’ interests.
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1 INTRODUCTION
In Github, developers are initiators of all software repositories. They
not only create a repository for their own projects, but also ex-
plore other projects which they are interested in [21]. For their own
projects, they do not need to build everything from scratch. More of-
ten, they reuse parts of other projects and then tailor the features to
implement their own functionalities. During software development,
if there is a tool which could recommend similar or relevant1 soft-
ware projects for developers, they can reuse these projects to speed
up the development process [8, 12]. In addition, some software
projects in open source community develop slowly because only
a few developers know them. If we recommend these projects to de-
velopers who have similar requirements, their development process
can be improved.

In practice, developers may use a search engine to detect simi-
lar projects by inputting the query keywords. However, search en-
gines usually focus on text matching [7]. Because software projects
are holistic, these keywords may not fully describe the character-
istics of a project. In addition, some works focus on the recom-
mendation of software projects for developers. These studies tend
to recommend relevant software projects based on project descrip-
tion or source code without considering user behaviors [7, 16, 22],
i.e., different developers may have different requirements on rele-
vant projects. These recommendation results are usually inaccurate,
which decreases developers’ trust in the recommender system.

To address the above challenges, we propose a recommendation
approach considering both the developers’ behaviors and software
projects’ features on GitHub2. For developers’ behaviors, we con-
sider the developers’ ratings for their projects as their behaviors like
Create, Fork and Star. For project’s features, we analyze both the de-
scription documents and source code. The source code is the main
part of a project, while the documents describe the functionalities
and usage of the project [19]. We extract the terms from the source
code and documents, and use cosine similarity to measure the tex-
tual similarity between two projects [14]. Finally, our approach rec-
ommends top N most relevant projects generated by the above two
components (i.e., developers’ behaviors and projects’ features) to
each developer. Considering there are millions of projects on GitHub,

1In this paper, we use the terms “similar” and “relevant” interchangeably.
2https://github.com/
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to improve the scalability, we parallelize our algorithm on Apache
Spark platform3.

We evaluate our approach with four groups of datasets which
represent three different development areas and a mixed one from
GitHub. We compare our approach with two state-of-the-art recom-
mendation algorithms, i.e., user-based collaborative filtering (UserCF)
and an item-based collaborative filtering (ItemCF) [11]. The re-
sults show that the Accuracy of top 5 project recommendation in
four groups is 71.59%, 87.64%, 67.58%, and 42.14% respectively,
which improves the baseline approaches by a substantial margin.
The time for the recommendation can be shortened by increasing
the computing nodes in the cluster on Apache Spark platform. This
paper makes the following contributions:

• We propose a novel approach to recommend relevant soft-
ware projects by considering developers’ behaviors as well
as software projects’ features (extracted from description
documents and source code) on GitHub platform.

• Our approach can be performed in a parallel way to pro-
cess the increasing volume of data on Apache Spark plat-
form.

• An empirical study is conducted with four groups of datasets
crawled from GitHub to show the effectiveness of our ap-
proach.

2 PRELIMINARIES
In this section, we present the preliminary materials, i.e., content-
based recommendation, TF-IDF measure, and Apache Spark plat-
form.

2.1 Content-based Recommendation
The content-based recommendation can be described as recommend-
ing the items similar to the one the user liked before. It relies on
extracting information about items and users’ preferences [11].

Figure 1: Technique of Content-based Recommendation

A content-based recommendation system is generally composed
of two parts, as shown in Figure 1. One is user-item behavior matrix
I, which is a |U | × |I | matrix recording relationships between a set
of users U and a set of items I ; the other is the similarity matrix of
items II, where Matrix(i1, i2) = s represents the similarity value
between item i1 and item i2. This similarity matrix is usually calcu-
lated based on the item’s features. So content-based recommenda-
tion system is mostly used for document recommendation for which
the characteristics of the item can be automatically extracted from
the document content or their unstructured text description [10, 13].
Finally, the user-item evaluation matrix III is generated from the
matrix I and II.

3http://spark.apache.org/

In this paper, we use the content-based recommendation to cal-
culate the similarity between different software repositories to rec-
ommend top N software projects.

2.2 TF-IDF Measure
TF-IDF is intended to reflect how important a word is to a document
in a collection or corpus [6].

Suppose we have a collection of N documents. We define TFi j
to be the frequency (number of occurrences) of a term (word) i in
document j. Then, the term frequency TFi j is defined as:

TFi j =
ni j∑

k ∈j nk j
(1)

where ni j represents the times of the word i appearing in document
j. The denominator is the sum of all words appeared in the docu-
ment j.

Inverse Document Frequency (IDF) measures how much infor-
mation the word provides, which means whether the word is com-
mon or rare across all documents. The IDF of a word i in the corpus
N is defined as:

IDFiN = log
(

|N |
|{d |d ∈ N , i ∈ d }|

)
(2)

where |N | represents the total number of documents in the corpus
N , and |{d |d ∈ N , i ∈ d }| means the number of documents where
the word i appears. The main usage of IDF is to find the specificity
of a word. The smaller is the denominator, the greater is the IDF
value, which shows that word i has a good classification capability.

Finally, TF-IDF is calculated as TFi j × IDFiN , which we can
learn that the results based on TF-IDF tend to filter out common
words and preserves vital words.

In this paper, we use TF-IDF to calculate the values of each word
in the source code files or documents of a project. And the features
of a project are identified based on the TF-IDF values of the words.

2.3 Apache Spark
Apache Spark is a fast and general engine for large-scale data pro-
cessing4. The engine realized distributed computing based on MapRe-
duce algorithm [9]. Apache Spark is suitable for data mining and
machine learning which needs to perform iterations with the MapRe-
duce algorithm.

Resilient distributed dataset (RDD) is the core concept of Apache
Spark. It is composed of distributed data collection performing two
main operations: transformation and action [3]. Transformation is
an operation such as filter (), map () to generate another RDD, and
action is an operation such as count () and collect () to trigger a
computation. Here we list the involved Apache Spark APIs used to
implement our recommendation algorithm:

• HashingTF () and IDF (): these two functions are used to
calculate TF-IDF values of words in a project.

• Cartesian (): this function is used to combine the projects
into pairs.

• Map (), FlatMap (), and GroupByKey (): we mainly use
these functions to transform our RDDs to complete our
similarity calculation and the recommendation process.

4https://spark.apache.org/
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Figure 2: An overview of the architecture of our approach.

• SubtrackByKey (): this function is used to delete projects
known to the user.

3 OUR APPROACH
Our approach is built on GitHub, where developers can create soft-
ware repositories, fork or give stars to other repositories. An ar-
chitectural overview of our approach is shown in Figure 2. First,
we analyze software repositories and calculate the similarity ma-
trix between the projects on GitHub (Part 1). Second, we analyze
developers’ behaviors to get user-project matrix (Part 2). Finally,
top N software projects are recommended for each developer using
the recommendation algorithm based on the content similarity and
users’ behaviors (Part 3).

3.1 Extracting Features of Projects
A software project on GitHub contains different types of files, such
as source code files, binary files, and description files (e.g., README
files). Different types of files reflect different characteristics of a
project, which can be used to extract features from a project. For ex-
ample, source code files are one of the main parts of a project while
the description files describe the usage of the project. We mainly
analyze these two kinds of files to extract the features of a project.

Before extracting features from a project, we usually need to pre-
process those files, e.g., removing noisy information. For project de-
scription documents (e.g., README files), they are mainly ended
with “md” and “txt”. These files are recorded to describe the project
for users to understand, which are mainly composed of natural lan-
guage descriptions. We first remove the code part in them, which
may be noisy information to describe a project. In addition, there
are some meaningless stop words (e.g., “we”, “be”, etc.), so we
need to filter them out. Finally, we obtain a list of words from the
project description documents.

For source code files, the suffix name of these files is also dis-
tinctive which is relevant to their programming language. Thus we
extract these source code files based on their suffix names. Next,
we remove the numbers and escape characters since they are mean-
ingless in measuring the similarity of projects. Then, we transform
the compound words (in our case, the identifiers) into several single
words. The names of the identifiers form a large part in the source
code which reflects the characteristics of a project. There are usu-
ally two ways to combine several words to define an identifier. One
is Camel-Case, and the other is Underline-Case. We use a regular
expression to match and separate them into single words. Finally,
we obtain a list of words from the project source code files.

After preprocessing the description files and source code files,
we extract the features of a project based on the TF-IDF measure.
The TF-IDF measure calculates a word vector which is used to in-
dicate a project’s features. In this paper, the features of a project
are represented by two vectors, i.e., TF-IDF vector of description
documents and TF-IDF vector of source code [15]. It is difficult to
compute the similarity values based on different lengths of TF-IDF
vectors. Here, we unify the length of TF-IDF vectors by using a
hash table and mapping each word to a hash integer value. A long
hash vector may increase the size of calculation, while a short hash
vector may decrease the accuracy. According to experimental re-
sults, when the vector length is 3000 ∼ 4000, the effect is relatively
good [4].

To recommend relevant and similar projects, similarity between
different projects needs to be calculated. Here we calculate the sim-
ilarity between projects based on the two vectors of description
documents and source code, respectively. Specifically, we use the
cosine measure to calculate two similarity matrices of projects on
GitHub. One matrix represents the similarity values of the projects
based on the description documents, and the other represents the
similarity values of the projects based on the source code. In each
matrix, the similarity between two projects p and q is calculated as
sim(p,q) =

Vp ·Vq√Vp ·Vq , whereVp andVq donate the TF-IDF vector

of the projects p and q on description files or source code files.
Next, we use linear combination to combine the similarity of de-

scription files and source code files, and we compute the similarity
of two projects p and q as:

SIM(p,q) = α · simdoc (p,q) + β · simsrc (p,q)

s .t .,α + β = 1
(3)

In the above equation, α and β represent the weights of similarity
between the description files and source code files of two projects,
respectively. Different weights reflect their different capability to
reflect the characteristics of a project. The values of α and β can be
empirically determined. By default, we set α to 0.8 and β to 0.2.

An Example. Figure 3 shows an example of the procedure of ex-
tracting features of the projects and calculating the similarity val-
ues between them. We have five projects, Neocomplete, Bundle,
Plug-in, AutocomplPop, and Neobundle. We first extract the words
of these five projects from their documents and source code. Then
we calculate the TF-IDF vectors of documents and source code for
each project, and calculate the similarity values between different
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Figure 3: An example of extracting features and calculating the similarity values between different projects.

projects. Suppose we set α = 0.8 and β = 0.2, and we get the
similarity matrix of these projects.

3.2 Extracting User Behaviors
In GitHub, a developer can Create, Fork, or Star a project, which
constitutes a developer’s behavior. Here we simply introduce the
meanings of these behaviors5.

• Create behavior: GitHub allows users to create reposito-
ries and then creators or co-developers can update reposi-
tories.

• Fork behavior: A fork behavior is a copy of a repository
that you manage. You can fetch updates from or submit
changes to the original repository with pull requests.

• Star behavior: Starring a repository allows you to keep
track of projects that you find interesting, even if you are
not associated with the project.

These behaviors reflect the degree of a developer’s demand for
different projects [21]. For example, a developer created a project,
which means that the project is directly related to him/her. In this
case, he/she may need other similar projects for reference. In an-
other case, if a developer stared a project, it may show that he/she
is just interested in this project. A developer’s behaviors on his/her
known project is described as a triple < user_id,project_id,value >,
where the value describes the degree of the user’s (user_id) needs
for project (project_id). Each value is decided by what kind of
user’s behavior. In this paper, we assign different values for differ-
ent behaviors as Table 1 shows. All these behaviors constitute a
user-project matrix UP , and UP(a,b) represents the behavior value
of the user a for the project b. In GitHub, a user may have differ-
ent behaviors to the same project. In this case, we select the highest
value from these behaviors for the project.

5https://help.github.com/

Table 1: Value of each behavior.

Behavior Create Fork Star

Value 10 6 1

Figure 4: An example of modeling the user behaviours.

Continuing with the previous example, in Figure 4, Alice stared
Neocomplete, and created Plug-in; Bob stared Bundle and Neobun-
dle, forked Plug-in, and created AutocomplPop. According to the
above mapping rules, we can get the user-project matrix on the right
of the figure.

3.3 Recommending Software Projects for
Developers

When we get the project similarity matrix and user-project matrix,
we can recommend software projects for these developers. The rec-
ommendation is performed based on a Demand measure, which is
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Figure 5: An example of recommending projects for developers.

used to show a user’s needs for different projects. Given a user u
and a project p, the Demand(u,p) measure is defined as follows:

Demand(u,p) =
∑

i ∈proj(u)UP(u, i) × SIM(i,p) (4)

In the above equation, i ∈ proj(u) represents the projects which a
user has labelled before (i.e., create, fork, or star),UP(u, i) denotes
the user u’s demand for project i, and SIM(i,p) is the similarity
value between project i and p. Hence, the sum can be used to predict
the user’s need for unknown projects. We recommend top n projects
with higher demand values.
An Example. Figure 5 shows an example of this procedure. We get
Alice’s behaviors from user-project matrix. Suppose we set n = 2.
From the project similarity matrix, the two most similar projects
with Neocomplete are AutocomplPop and Neobundle, and the simi-
larity values are 0.29 and 0.64, respectively. The most two similar
projects with Plug-in are Neobundle and Bundle, and the similarity
values are 0.83 and 0.88, respectively. Then, we can predict the de-
gree of Alice’s needs for these projects as shown in the right rectan-
gle. Finally, a Top-N recommendation is given to each user. In this
example, if we recommend two similar projects, they are Neobun-
dle and Bundle.

3.4 Parallel Computing
Suppose the number of projects is n and length of each vector is m,
when calculating the similarity values between each pair of repos-
itories, the time complexity is O(n2m), which consumes the most
amount of time in our approach. In GitHub, there are over 10.6
million projects since 20146. Based on the above analysis, a single
machine is difficult to complete the recommendation. So we per-
form our recommendation in a parallel framework—Apache Spark.
Apache Spark revolves around the concept of a resilient distributed
dataset (RDD), which is a fault-tolerant collection of tuples with
fixed formatting that can be processed in parallel [20]. Designing
the transformation of RDD in a Directed Acyclic Graph (DAG) is
the key point to realize our parallel algorithm. Figure 6 describes
the transformation of our algorithm.

We first need to load all documents and source code in soft-
ware repositories into RDD. As shown in Step I, we extract the
words from documents and source code files and get the triples like
< rid, < doc, src >>. Here rid is the identity of a repository; doc
represents the word set of documents; and src represents the source
code. The set of these tuples constitute a RDD (repos).

6https://github.com/features

Figure 6: The process of RDD transformation.

In Step II, we use HashingTF () and IDF () functions to calcu-
late the TF-IDF vector for document and source code, respectively.
After that, we have < rid, ed , es > of each repository, where ed
represents the TF-IDF vector of documents and es represents the
source code.

In Step III, we use Cartesian() function to get pairs of vectors,
like repoPair(<< rid1, ed1, es1 >, < rid2, ed2, es2 >>). Catresian
product returns a tuple from two sets. For example, the RDD R has
element {a,b}, then Cartesian(R,R) = {(a,a), (a,b), (b,a), (b,b)}.

In Step IV, we use repoPair to do a mapping transformation to
calculate the similarity values between different projects based on
the document and the source code, respectively. This map applies
the defined Cosine() function to every item of repoPair , which is a
function of calculating the cosine similarity between vectors. So we
get repoSim1(<< rid1, rid2 >, < simdoc , simsrc >).

In Step V, we use a mapping transformation to combine docu-
ment and source code to get the similarity between different projects.
With Add() function, we get << rid1, rid2 >, simr epo >, which is
sorted in repoSim2, where simrepo represents the similarity value
between rid1 and rid2.

In Step VI, we get the tuple behavior < uid, < rid, rankinд >>
from the user-project behaviour. Here uid is the identity of a user;
rid is the identity of a repository; and rankinд is the score of the
developer’s (uid) behaviour on the software repository (rid). Then
use it to calculate the user-project demand matrix with repoSim2.
After Step VI, we get the tuple like << uid, rid >,val >, which is
sorted in recRes1. val shows the user uid’s interest in software rid .

Next step, we use resRes1’s < uid, rid > as key and use subtract-
ByKey () with behavior to remove the projects the developer has
known.

Finally, we use resRes2’s uid as key to do groupByKey () to col-
lect all the projects related to user uid and select the top-N projects.
In this way, we can get the tuple < uid, S >, where S represents the
top-N repositories recommended for user uid .

4 EMPIRICAL STUDY
4.1 Research Questions
In our study, we discuss the following three research questions:

RQ1: Does our approach perform better than the state-of-the-
art recommendation approaches?

RQ2: Is it necessary to extract the features from both the de-
scription documents and source code of a project?

RQ3: Is our parallelization algorithm scalable to large-scale
data?
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Our approach is proposed for repository recommendation, so we
study RQ1 to investigate whether the recommendation results are
accurate. When calculating the similarity, we first extract features
of a project from both its description documents and source code
for software project recommendation. Then, we assign the source
code files and description documents to different weights. We are
also concerned about the impact of different weights on our recom-
mendation approach (to answer RQ2). Finally, as we use the paral-
lelization algorithm to improve the scalability, we investigate RQ3
to show whether our approach can be scalable to large-scale data.

4.2 Empirical Environment
We implemented our approach with Python 2.7.9 and Apache Spark
2.0.1. For RQ1∼RQ2, we launched our experiment on 8GB RAM
and 8 Cores CPU with 2.40 GHz in each core. In RQ3, we set up a
cluster with Amazon EC27 clusters consisting of n = 1 ∼ 5 worker
nodes. Each node includes a 4-core, 64-bit machine with 8GB of
RAM memory.

4.3 Parameters Setting
In our approach, there are a series of parameters which need to be
set, such as k most similar programs to perform the similarity cal-
culation. We set k to 100 which is shown to be effective [5]. In
addition, the parameters α and β represent the weight of descrip-
tion documents and source code. For RQ1, we set α to 0.8 and β
to 0.2 since we empirically find these values achieve a reasonable
good performance, which will be proved by the results of RQ2. In
RQ2, we set α from 0 to 1 with a step of 0.1, thus β was set from 1
to 0 to find the influence of these parameters on accuracy. In RQ3,
since these values do not affect the speed of calculations, we still
use the default values i.e., a = 0.8, b = 0.2. Finally, the parameter
N represents top N similar programs needed to be recommended.
In RQ1 and RQ2, we set N to be 3, 5 and 10 for our study. For other
research questions, we set N to 10.

4.4 Methods and Evaluation Metrics
4.4.1 Methods. We use GitHub API8 to fetch the data. For

RQ1∼RQ2, we used four groups of data. The first three groups are
extracted from three organizations on GitHub named vim-jp9, For-
midable10, and harvesthq11. vim-jp is a vim community for Japan-
ese developers and users, and they mainly use Java and C/C++ to
develop projects. Formidable focuses on web application develop-
ment such as PHP, Javascript, Ruby, and CSS development. har-
vesthq focuses on Android app development. These three groups
represent three different development areas so that we can figure
out the performance of our recommendation approach. The reason
we selected these three groups is that there are significant relevant

7https://aws.amazon.com/ec2/dedicated-hosts/
8https://developer.github.com/
9https://github.com/vim-jp
10https://github.com/FormidableLabs
11https://github.com/harvesthq

Table 2: Statistics of four groups on GitHub

Group Name Users Projects Development Areas

vim-jp 22 562 Vimscript
Formidable 16 185 Web
harvesthq 43 540 Android

Mixed 1010 11518 /

projects in them. For example, in vim-jp, projects vital.vim12, java-
complete13, and unite.vim14 are relevant, since they all provide sup-
port tools to vim development. We first crawled all the developers
in these 3 organizations, and then we crawled the projects that these
developers create, fork, and star15. In the last group, we crawled
1,010 active users on GitHub (they have at least 20 software reposi-
tories on GitHub) and 11,518 repositories related to them. The pref-
erences of these users and their development areas are different, and
their projects are developed in different languages. We experiment
with this group to test the effect of our system in the real environ-
ment. Specifically, we chose 60% of the developers’ behaviors and
their software projects as our input, and used the remaining 40%
for testing. Each experiment was repeated ten times and we used
the average value. The details of each group are shown in Table 2.

In RQ1, our approach recommends top N projects to each devel-
oper in each group. Then, we compared our recommendation results
with other two typical recommendation algorithms, i.e.,UserCF and
ItemCF. UserCF first identifies a collection of users that are similar
to the target user’s interests, and detects the projects that the user
likes in the collection and recommends these projects to the tar-
get user [11]. ItemCF calculates the similarity of projects based on
users’ behaviors, which generates a recommendation list according
to the similarity of the items and the user’s historical behaviors [11].

In RQ2, we changed parameter α from 0 to 1 with a step of 0.1,
thus β from 1 to 0, and observe the change in the accuracy of our
approach.

In RQ3, we crawled more data with different sizes to test the scal-
ability of our recommendation approach. We fetched four groups
with 400, 600, 800, and 1,010 users, and 5,818, 8,378, 10,473 and
11,518 projects for this study. The four groups of data are 250MB,
360MB, 450MB, and 500MB, respectively, using 1 ∼ 5 worker
nodes to calculate the running time of our algorithm.

4.4.2 Evaluation Metrics. For the first two research questions
(RQ1 and RQ2), we use the Accuracy, Recall , Precision, and F1
metrics to answer them, respectively. These four metrics are defined
as follows:

Accuracy =
��{u |u ∈ U ,R(u) ∩T (u) , ∅}��

|U | (5)

Recall =

∑
u ∈U ��R(u) ∩T (u)��∑

u ∈U ��T (u)�� (6)

12https://github.com/vim-jp/vital.vim
13https://github.com/Shougo/javacomplete
14https://github.com/Shougo/unite.vim
15The data were crawled in October 6th , 2016. The number of developers in these 3
organizations might be changed.
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Precision =

∑
u ∈U ��R(u) ∩T (u)��∑

u ∈U ��R(u)�� (7)

F1 =
Recall ∗ Precision ∗ 2
Recall + Precission

(8)

U represents all the users in test data. R(u) represents the number of
relevant project repositories recommended to user u by the recom-
mendation approach.T (u) represents the number of relevant project
repositories about useru in testing data which are extracted from the
remaining 40% of the user behaviors.

For RQ3, we calculate the time efficiency of the data sets with
different data sizes on different numbers of worker nodes [2]. Obvi-
ously, when the size increases, the computing time will increase [1].
Besides, we introduce the speedup ratio, which is the performance
achieved by reducing the running time in parallel computing, which
is calculated as Speedup = Ts/Td , where Ts is the time consumed
by the algorithm (i.e., on a single node) andTd is the time consumed
by the parallel algorithm (i.e., on d identical worker nodes). The
higher is the speedup value, the less the relative time is consumed
by parallel computing, and the higher is for parallel efficiency and
performance. We performed each experiment three times and used
the average time as the execution time.

5 EMPIRICAL RESULTS
5.1 Answer to RQ1
First, we show that whether the recommendation results are effec-
tive, as well as compared with two typical personalized recommen-
dation approaches, i.e., user collaborative filtering (UserCF) and
item collaborative filtering (ItemCF) [17].

The empirical results are shown in Table 3. The results show
that the Accuracy, Recall , Precision, and F1 values of our approach
are much higher than that of UserCF and ItemCF. Both UserCF
and ItemCF have poor results because there are so many unpop-
ular projects on GitHub, which makes user-project matrix sparse.
Thus, UserCF cannot accurately detect similar developers based on
users’ behaviors and ItemCF cannot use it to calculate the similar-
ity. So in our algorithm, we calculate the similarity of projects using
documents and source code, as well as developers’ behaviors. This
greatly improves the accuracy of our recommendation, for example,
in the top 10 recommendation of Formidable group, the Accuracy
value of our approach reaches 95.00%. Even in the worst case, the
Accuracy of our approach is 54.72%. This ensures that over a half
of users could find their interested projects—at least one, rather than
getting nothing.

Therefore, from the results discussed above, compared with UserCF
and ItemCF, our approach can recommend more accurate results for
developers based on their behaviors and characteristics of the soft-
ware projects.

The reason for the low Recall in Mixed group is that the user be-
havior in the test is less, while our algorithm should recommend top
N repositories for each user. We can notice that the precision of top
10 recommendation is 17.52%, which means when recommending
10 projects, there are 1.7 relevant projects. In practice, developers
might be satisfied with this approach considering there are millions
of projects on GitHub.

5.2 Answer to RQ2
In this section, we investigate whether it is necessary to analyze
both the description documents and source code to extract features
for a project on GitHub and how to set their (α and β) weights.

Through figure 7(a), we can see that α and β have little effect
on Accuracy. However, we can notice that when α = 0 (i.e., only
considering the source code) and β = 0 (i.e., only considering
the description document), the Accuracy results are not the best,
which indicates that the features of a software project cannot be
extracted only from documentation or source code. Figure 7(b) and
Figure 7(c) show the Recall and Precision results of each group with
different α and β values. Similarly, we can see that when α = 0
or β = 0 the Precision and Recall is bad. However, when α ∈
[0.7, 0.9] (i.e. β ∈ [0.1, 0.3].), their values are relatively high. In ad-
dition, Figure 7(d) demonstrates the F1 scores with different α val-
ues. The results show that when α increases, F1 increases at the be-
ginning; but when α value increases to 0.6, the growing rate slows
down. When α achieves 0.8, F1 value starts to decline. We should
notice that in case of α = 0 or α = 1, which represents that the
features of a project are extracted only from the source code or de-
scription documents, the F1 scores are not the best. Based on the
Accuracy, Precision, Recall , and F1 scores with different α and β
values, we can conclude that it is necessary to extract features of
a software project using both the description documents or source
code.

From the results discussed above, both software source code and
description documents are important for content recommendation
in our approach, and the weights assigned to them do affect the
accuracy results. To let more people find their interests—at least
one—and to ensure the recommendation accuracy, we can set α =
0.8, β = 0.2 considering the results as shown in Figure 7.

5.3 Answer to RQ3
In GitHub, there are a large number of software developers and
software projects. So to analyze such large-size data needs a lot of
time for recommendation. Moreover, the size of the data on GitHub
is still increasing. In our approach, we implement our approach
on Apache Spark to process such large-size data. In this section,
we evaluate the scalability of our approach by showing the perfor-
mance of different datasets on different numbers of worker clusters.

The experimental results are shown in Figure 8. From Figure 8(a),
we can notice that our parallel algorithm can reduce the execution
time by increasing the worker nodes. For example, when the num-
ber of worker nodes increases from 1 to 2, the reduction rate of
execution time is obvious. In addition, when the number of worker
nodes is 1, the runtime of different datasets is different; but when the
number of worker nodes is 5, the difference is significantly smaller.
It means that by controlling the number of worker nodes, the exe-
cution time of our approach is controllable. In Figure 8(b), we can
notice that the acceleration effect is different for different datasets
when the number of worker nodes increases. For example, when
the dataset is only 250MB, the speedup effect is small if we added
another node on the basis of 2 nodes. However, when the datasets
are 450M and 500M, there is a big speedup when the number of
nodes is increased from 3 to 4. This is because when the dataset is
small, one or two nodes can finish the calculation process in a short
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Table 3: The empirical results of our system, UserCF and ItemCF

vim-jp Formidable harvesthq Mixed

Top3 Top5 Top10 Top3 Top5 Top10 Top3 Top5 Top10 Top3 Top5 Top10

Accuracy
Ours 65.13% 71.06% 75.32% 84.72% 89.07% 95.00% 61.80% 67.85% 73.99% 36.58% 42.98% 54.72%
UserCF 5.37% 6.46% 8.60% 6.57% 6.57% 6.57% 5.78% 8.53% 0.71% 1.47% 1.47% 2.41%
ItemCF 4.26% 6.98% 8.62% 7.31% 7.31% 7.31% 5.78% 7.41% 0.71% 1.47% 1.47% 2.31%

Recall
Ours 11.27% 16.51% 25.43% 30.14% 37.63% 48.46% 18.69% 25.51% 33.29% 10.32% 14.32% 24.28%
UserCF 0.44% 0.55% 0.82% 1.28% 1.28% 1.28% 0.97% 1.47% 2.10% 0.28% 0.28% 0.47%
ItemCF 0.39% 0.63% 0.90% 1.42% 1.42% 1.42% 0.96% 1.24% 1.78% 0.28% 0.28% 0.45%

Precision
Ours 45.00% 39.80% 30.82% 56.07% 42.22% 27.29% 38.98% 32.22% 26.68% 19.55% 16.27% 13.83%
UserCF 2.32% 1.89% 1.48% 1.80% 1.80% 1.80% 2.82% 2.63% 2.03% 0.46% 0.46% 0.40%
ItemCF 1.88% 2.26% 1.69% 1.90% 1.90% 1.90% 2.87% 2.23% 1.72% 0.46% 0.46% 0.39%

F1
Ours 18.01% 23.31% 27.83% 39.17% 39.76% 34.89% 25.25% 28.46% 27.47% 13.51% 15.23% 17.62%
UserCF 0.73% 0.84% 1.04% 1.45% 1.45% 1.45% 1.43% 1.88% 2.06% 0.35% 0.35% 0.43%
ItemCF 0.63% 0.98% 1.16% 1.57% 1.57% 1.57% 1.44% 1.59% 1.74% 0.35% 0.35% 0.41%

(a) Accuracy of each group. (b) Recall of each group.

(c) Precision of each group. (d) F1 of each group.

Figure 7: Results of RQ2.

time. In this situation, increasing the number of nodes will increase
the time of resource allocation. The speedup effect is not obvious.
However, when the dataset becomes large, the situation is different.
One or two nodes cannot complete the calculation. And the execu-
tion time is greatly reduced when we add nodes. Especially in the

dataset with 450M and 500M, we get a linear growth in the runtime
which shows the scalability of our approach in large-scale data.

Based on the results discussed above, the parallel framework in
our approach can process large-scale data in a short time by adding
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(a) Runtime of each group. (b) Speedup of each group.

Figure 8: Results of RQ3.

more machines to the cluster to ensure the scalability of the increas-
ing data in GitHub.

6 THREATS TO VALIDITY
6.1 Threats to Internal Validity
We highlight the internal threats in terms of availability of descrip-
tion files and weights in the textual similarity.

Availability of Description Files: As we noticed, some projects
might not have the description files, in such a case, our approach
will only evaluate the textual similarity of two projects based on
their source code file similarity. Although it might reduce the accu-
racy of our approach, as shown in RQ2, even without the description
file similarity, our approach still achieve a substantial improvement
over the baseline approaches.

Weights: We set the default values of the weights (α and β) as 0.8
and 0.2, respectively. In practice, the optimal value of the parame-
ters might be different for different datasets, and in our study we
empirically find α = 0.8 and β = 0.2 could achieve a reasonable
performance. In the future, we plan to design an automated algo-
rithm to tune these two weights.

6.2 Threats to External Validity
Threats to external validity mainly deals with the generalizability
of our research and experiment. We highlight the threats in terms of
the programming languages and experiment size.

Programming Languages: GitHub contains numerous repositories
written in multiple programming languages (e.g. Java, Python, PHP,
C++), or combinations of multiple programming languages. Our ap-
proach is not designed for a single language and can be applied to
all GitHub repositories. In this paper, we set up our experiments on
projects on multiple languages such as Java, Python, C/C++. In the

future, we plan to perform more experiments to further reduce this
threat.

Experiment Size: In RQ1-RQ2, we applied our technique to four
groups on GitHub. The first three groups represent three different
development domains on GitHub, and the experiment size is sim-
ilar to a previous related work by Zhang et al. [22] which uses 50
queries and search for similar projects from a pool of 1,000 projects.
The last group contains a total of more than 10,000 projects and
1,000 developers. In the future, we plan to include more developers
and projects to reduce the threats to validity.

7 RELATED WORK
Our work is inspired by the empirical study of Zhang et al. [21].
They illustrated four types of user behavior data, including fork,
watch, pull-request and member which are suitable for finding rele-
vant projects. And different user behavior data sets are suitable for
different recommendation purposes. In this paper, we proposed our
approach on GitHub to recommend software projects for developers
by considering their different behaviours.

There are some works focusing on detecting similar reposito-
ries [7, 16, 22]. McMillan et al. design a tool CLAN, which uses
Latent Semantic Indexing (LSI) to measure the similarity of repos-
itories on API usage [7]. Their approach achieves a higher preci-
sion than previous studies. Thung et al. propose a different way
which combines tags given by SourceForge to detect similar repos-
itories [16]. They performed a user study with over a hundred thou-
sand of applications from SourceForge and proved to be more effi-
cient than JavaCLAN that only consider APIs. Zhang et al. further
improve CLAN, which can detect similar repositories on GitHub
based on two data sources (i.e., GitHub stars and README files) [22].
They evaluated their technology with 4 participates and 1,000 java
repositories and got more accurate results than CLAN.
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All of their work tend to recommend projects based on a query
project, i.e., a developer needs to enter a query project, and their
works will recommend similar projects. Different from their study,
our study solve a related but different problem: we focus on scal-
able, personalized and relevant project recommendation, i.e., we
consider the developers’ historical behaviors and project similarity
to recommend relevant projects, and we do not have the user query,
while their tools are similar to a search engine inside GitHub. More-
over, we consider different types of users’ behaviors on GitHub,
and we not only consider the README files (documents). But also
source code to improve the recommendation accuracy. As we ob-
served, not all projects in GitHub has the README files. Moreover,
CLAN only considers projects written in Java, while our approach
can process projects in all programming languages.

REPERSP is a realized tool we created based on this paper’s
method [18]. It provides a web service to interact with users, includ-
ing fetching data from GitHub, providing recommendation results,
and receiving feedbacks.

8 CONCLUSION AND FUTURE WORK
In this paper, we proposed a scalable software project recommen-
dation on GitHub. The recommendation is performed based on the
developers’ behaviors and the features extracted from the descrip-
tion and source code. In addition, our approach is implemented in
Apache Spark to process an increasing size of data on GitHub. We
evaluated our approach with four groups of data from Github, and
the results showed that our approach can recommend more accurate
results. Moreover, our approach can be used to efficiently process
large-scale data by adding more machines to the cluster to ensure
the scalability of the increasing data in GitHub.

However,there is still some further work needed to be done from
different aspects. First, we need to do more experiments, especially
online experiments with actual developers, to figure out whether
our recommendation approach is actually useful. Second, we need
to improve our approach, for example, to find a better way to detect
user behaviors, to further improve the recommendation accuracy.
Finally, we can take into account the user feedback on our recom-
mendation results, which will make our recommendation approach
more practical and effective.
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