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Abstract—Effort-aware just-in-time (JIT) defect prediction aims at finding more defective software changes with limited code inspection cost. Traditionally, supervised models have been used; however, they require sufficient labelled training data, which is difficult to obtain, especially for new projects. Recently, Yang et al. proposed an unsupervised model (LT) and applied it to projects with rich historical bug data. Interestingly, they reported that, under the same inspection cost (i.e., 20 percent of the total lines of code modified by all changes), it could find more defective changes than a state-of-the-art supervised model (i.e., EALR). This is surprising as supervised models that benefit from historical data are expected to perform better than unsupervised ones. Their finding suggests that previous studies on defect prediction had made a simple problem too complex.

Considering the potential high impact of Yang et al.’s work, in this paper, we perform a replication study and present the following new findings: (1) Under the same inspection budget, LT requires developers to inspect a large number of changes necessitating many more context switches. (2) Although LT finds more defective changes, many highly ranked changes are false alarms. These initial false alarms may negatively impact practitioners’ patience and confidence. (3) LT does not outperform EALR when the harmonic mean of Recall and Precision (i.e., F1-score) is considered.

Aside from highlighting the above findings, we propose a simple but improved supervised model called CBS. When compared with EALR, CBS detects about 15% more defective changes and also significantly improves Precision and F1-score. When compared with LT, CBS achieves similar results in terms of Recall, but it significantly reduces context switches and false alarms before first success. Finally, we also discuss the implications of our findings for practitioners and researchers.

Index Terms—Change Classification, Cost Effectiveness, Evaluation, Bias

I. INTRODUCTION

Defect prediction techniques aim to help developers prioritize testing and debugging effort by recommending likely defective code. Most defect prediction studies propose prediction models built on various types of features (e.g., process or code features), and predict defects at coarse granularity level, such as file, package, or module [1]–[6]. Mockus and Weiss [7] are the first to propose a prediction model which focuses on identifying defect-prone software changes instead of files or packages. Such prediction is also referred as just-in-time (JIT) defect prediction by Kamei et al. [8]. JIT defect prediction is more practical since (1) it leads to smaller amount of code to be reviewed1, and (2) developers can review and test these risky changes while they are still fresh in their minds (i.e., at commit time).

Different changes would require different amount of effort to inspect, and intuitively, a change that modifies (i.e., adds or deletes) a larger number of lines of code (LOC) requires a developer to spend more effort to inspect it. Based on this intuition, effort-aware JIT defect prediction [8] takes into account the inspection cost of a change (measured by the number of modified LOC); a prediction model in this setting focuses on optimizing the number of defects that can be found given a fixed inspection budget (e.g., inspecting 20% LOC modified by all changes). Kamei et al. proposed a state-of-the-art supervised model called EALR which leveraged linear regression to help developers review changes more effectively given a fixed inspection budget [8]. They reported that the EALR model could identify 35% of all defective changes, when 20% LOC modified by all changes are inspected.

One disadvantage for supervised defect prediction models is that they require a large amount of labelled instances for training [9]. Unfortunately, it is difficult to get sufficient training data for a new project. To address this limitation, Yang et al. [10] proposed an unsupervised model for effort-aware JIT defect prediction, which simply sort the changes by one metric. Their idea is inspired by Koru et al.’s finding that smaller modules are proportionally more defect-prone and should be inspected first [11]. For example, consider a metric LT (i.e., lines of code in a file before a change); Yang et al. hypothesizes that changes with lower LT are in smaller modules and should be inspected earlier. By performing empirical study on the dataset published by Kamei et al. [8], they found that unsupervised model with the metric LT outperforms the state-of-the-art supervised model (i.e., the EALR model) in terms of Recall. Here Recall means the proportion of inspected defective changes among all defective changes.2

There are many advantages of the unsupervised model:

- It is straightforward to understand and much easier to implement.

1The amount of inspected code in an individual change is much less than the code in a file, package, or module.
2Some previous studies [12]–[14] also denoted this evaluation measure as cost-effectiveness.
• It does not require any labelled training data, or any machine learning techniques. Thus, it can be easily applied in a new project and runs much faster.
• Under the same inspection cost (i.e., 20% LOC), it can find more defects.

These advantages suggest that previous studies on defect prediction had made a simple problem too complex. This is a surprising finding, since intuitively, as a supervised model extracts prior knowledge (e.g., defect distribution, defective patterns) from historical changes, it is expected to perform better than a model which has no prior knowledge.

Considering the potential high impact of Yang et al.’s work, in this paper, we perform a replication study\(^3\). In particular, we would like to investigate why the unsupervised model achieves a high Recall. Additionally, to have a holistic view, we consider a number of additional metrics beyond Recall and use them as yardsticks to compare supervised and unsupervised models considered by Yang et al. Last but not least, we would like to boost the performance of a supervised model by leveraging the intuition underlying Yang et al.’s work.

Our study focuses on answering the following research questions:

RQ1: Why do Yang et al.’s unsupervised model (LT) perform better than Kamei et al.’s supervised model (EALR) in terms of Recall?

We explore the distribution of change size (i.e., LOC modified by the change) and find it highly skewed for every project. Most changes are small while a few are very large. Considering the same inspection cost (i.e., 20% LOC), on average, LT requires developers to inspect more than twice as many as the number of changes inspected when using EALR. Thus, it is of no surprise that Yang et al.’s unsupervised model finds more defects. However, it is not reasonable to expect developers to inspect too many changes due to the additional effort required for frequent context switches [15]. Additionally, inspecting many changes can map to a high number of false alarms which in turn may lead to developer fatigue and tool abandonment – c.f. [16], [17]

RQ2: How do the supervised and unsupervised models compare when different evaluation measures are considered?

We argue that, Recall cannot provide enough information to help practitioners fully evaluate a prediction model. Thus, we use 4 additional evaluation measures, namely Precision, F1-score, PCI@20% (i.e., Proportion of Changes Inspected when 20% LOC modified by all changes are inspected), and IFA (i.e., number of Initial False Alarms encountered before we find the first defect). We use Recall, Precision and F1-score because they are widely used in prior software engineering studies [13], [18]–[21]. We propose PCI@20% to measure the additional effort needed due to context switches between changes, since context switching has been shown harmful to developer productivity [15]. We propose IFA because previous studies [16], [17] have shown that developers are not willing to use a prediction model if the first few recommendations are all false alarms.

By replicating Yang et al.’s experiment with the same dataset but more evaluation measures, we find that LT does not outperform EALR considering these additional evaluation measures. In some projects, EALR even significantly outperforms LT considering some of these new evaluation measures.

RQ3: Could the supervised model be enhanced leveraging intuition of Yang et al.’s unsupervised model?

We propose a simple but improved supervised model called CBS. It first builds a logistic classifier to identify defective changes. Then it sorts the identified defective changes in ascending order by their inspection cost.

When compared with EALR, CBS significantly improves Recall for each project, and it also significantly improve both Precision and F1-score for 5 out of the 6 projects. When compared with Yang et al.’s unsupervised model (LT), it achieves similar results in terms of Recall in 4 out of 6 projects and significantly improves Recall in the other 2 projects. It also significantly reduces the amount of initial false alarms and the amount of changes required to inspect for each project.

The main contributions of our paper are as follows:

1) We perform an in-depth analysis of the experiment results in Yang et al.’s work, and analyze the reason why the unsupervised model outperforms supervised models in effort-aware JIT defect prediction.

2) We perform a holistic evaluation of supervised versus unsupervised models with two new considerations: context switches and developer fatigue due to initial false alarms. We present new findings and highlight limitations of unsupervised models that were not revealed by prior studies.

3) We propose a simple but improved supervised model called CBS. While CBS performs as well as Yang et al.’s unsupervised model (LT) in terms of Recall, it significantly outperforms LT in terms of the other evaluation measures.

**Paper Organization.** The remainder of the paper is organized as follows. We introduce the background and related work on JIT defect prediction in Section II. We describe the technical details of the supervised and unsupervised models proposed by previous studies (i.e., EALR and LT) in Section III. We introduce our improved supervised model in Section IV. We introduce the evaluation measures in Section V. We present our experimental setup and results in Section VI and VII, respectively. We discuss the implications for practitioners and researchers in Section VIII. We examine the threats to validity in Section IX. We conclude the paper and mention future work in Section X.

II. BACKGROUND AND RELATED WORK

In this section, we introduce the background and related work of just-in-time (JIT) defect prediction and effort-aware JIT defect prediction.
A. Just-in-Time Defect Prediction

Traditional defect prediction models focus on identifying defect-prone classes, files or modules. Such granularity could be too coarse to be applied in practice. For example, a prediction model is more likely to recommend large files to developers for inspection, since defect proneness increases as file size increases [22]. However, it is difficult for developers to recall the logic and technical details hidden in the code when given a large file with thousands of lines of code. Also, it is difficult to decide which developer should be assigned to inspect the code since a large file often have multiple authors [23].

To address the above limitations, Mockus and Weiss are the first to study change-level defect prediction [7]. They proposed a supervised model to predict defects in a large-scale telecommunication system at the initial maintenance request (IMR) level, which consists of multiple changes. Their model used the properties of a change itself, such as lines of code added and deleted, diffusion of the change, measures of developer experience, etc. Kim et al. extracted text feature from various sources (i.e., change log, source code, and file names), and combined them with features extracted from change metadata and complexity metrics to build the prediction model for classifying clean or buggy changes [23]. Yin et al. empirically studied the incorrect bug-fixes from 4 large operating systems [24]. They found that at least 14.8% to 24.4% of fixes for post-release bugs are incorrect and affect end users. They also found that concurrency bugs are the most difficult to fix, and developers and reviewers of incorrect fixes usually do not have enough knowledge about the involved code. Shihab et al. performed an industrial study on the risk of software changes [25]. They found that the number of lines of code added by the change, the bugginess of the files being changed, the number of bug reports linked to a change and the developer experience are the best indicators of change risk. Kamei et al. [8] referred to the change-level defect prediction as Just-in-Time Defect Prediction, and they performed a large-scale empirical study on six open source projects and five commercial projects.

B. Effort-Aware JIT Defect Prediction

Previous studies [26]–[28] have pointed out that defect prediction model should also be effort-aware. For traditional defect prediction at file level, the number of lines of code in a file is used as a measure of the effort required to inspect the file [28], [29]. Kamei et al. [8] also evaluated the performance of defect prediction model at change level when considering inspection cost. They used the size of a change (i.e., total number of LOC added and deleted by the change) to measure the inspection cost of a change.

Considering tight development and release, and limited human resources, previous studies on effort-aware defect prediction focused on finding more defects with limited code inspection cost. Besides, previous studies [22], [30], [31] have shown that about 80% of the defects are contained in about 20% of the files. Motivated by these work, Kamei et al. assumed that the available resources only account for 20% of the effort it would take to inspect all changes, and they proposed a supervised model called EALR [8]. Instead of predicting defect-proneness, EALR would predict the defect-density for each change. Then it ranks changes in descending order by the predicted defect-density, and the top changes are inspected one by one until the accumulated inspection cost reaches the threshold of 20%. They used Recall (i.e., the proportion of inspected defective changes among all the defective changes) to evaluate the performance of the prediction under effort-aware setting.

More recently, Yang et al. [10] proposed an unsupervised model for effort-aware JIT defect prediction. Their model is based on the assumption that changes in smaller files should be inspected first, which is inspired by Koru et al.’s finding that smaller modules are proportionally more defect-prone and should be inspected first [11]. They reported that using the same data provided by Kamei et al. [8], their unsupervised model could achieve higher Recall when compared with supervised model. Following Yang et al.’s work, Yan et al. [32] applied the unsupervised model to effort-aware file-level defect prediction, and they found that the conclusion of Yang et al. does not hold under within-project setting for file-level defect prediction. Different from Yan et al.’s work, we focus on investigating why Yang et al.’s unsupervised model achieves high recall in effort-aware JIT defect prediction.

III. EFFORT-AWARE JIT DEFECT PREDICTION MODELS

In this section, we introduce the technical details of the supervised model proposed by Kamei et al. [8], and unsupervised model proposed by Yang et al. [10] for effort-aware JIT defect prediction.

A. Supervised Model by Kamei et al. (EALR)

Kamei et al. considered 14 metrics derived from the source control repository data of a project to represent a change. Table I presents the name and description of each metric. These metrics can be grouped into five dimensions: diffusion (NS, ND, NF and Entropy), size (LA, LD and LT), purpose

<table>
<thead>
<tr>
<th>Metric</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NS</td>
<td>Number of subsystems touched by the current change</td>
</tr>
<tr>
<td>ND</td>
<td>Number of directories touched by the current change</td>
</tr>
<tr>
<td>NF</td>
<td>Number of files touched by the current change</td>
</tr>
<tr>
<td>Entropy</td>
<td>Distribution across the touched files</td>
</tr>
<tr>
<td>LA</td>
<td>Lines of code added by the current change</td>
</tr>
<tr>
<td>LD</td>
<td>Lines of code deleted by the current change</td>
</tr>
<tr>
<td>LT</td>
<td>Lines of code in a file before the current change</td>
</tr>
<tr>
<td>FLIX</td>
<td>Whether or not the current change is a defect fix</td>
</tr>
<tr>
<td>NDEV</td>
<td>Number of developers that changed the files</td>
</tr>
<tr>
<td>AGE</td>
<td>Average time interval between the last and current change</td>
</tr>
<tr>
<td>NUC</td>
<td>Number of unique last changes to the files</td>
</tr>
<tr>
<td>EXP</td>
<td>Developers experience (number of files modified)</td>
</tr>
<tr>
<td>REXP</td>
<td>Developers experience in recent years</td>
</tr>
<tr>
<td>SEXP</td>
<td>Developer experience on a subsystem</td>
</tr>
</tbody>
</table>
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The metrics in diffusion dimension characterize the distribution of a change. Previous studies showed that a highly distributed change is more likely to be defective [4], [7], [33], [34]. The metrics in size dimension characterize the size of a change, and a larger change is more likely to be defective since more code has to be changed or implemented [35], [36]. The purpose dimension only consists of FIX, and it is believed that a defect-fixing change is more likely to introduce a new defect [37]–[39]. The metrics in history dimension can tell us how developers interacted with different files in the past. As stated by Yang et al. [10], a change is more likely to be defective if the touched files have been modified by more developers [40], by more recent changes [37], or by more unique last changes [4], [33]. The experience dimension measures a developer’s experience based on the number of changes made by the developer in the past. In general, a change made by a more experienced developer is less likely to introduce defects [7].

Based on these 14 metrics, Kamei et al. [8] built a logistic classifier learned from a training dataset to predict the risk score (i.e., defect-proneness) of new changes in the testing dataset. However, the score does not consider the inspection cost of each change, and the performance would be bad under the effort-aware setting [8]. To solve this problem, they proposed an effort-aware linear regression (EALR) model, which tries to learn the relationships between the various characteristic metrics of a change $c$ (i.e., change metrics shown in Table I) and its defect-density $D(c)$ from the training dataset. The defect-density $D(c)$ is defined as follow:

$$D(c) = \frac{Y(c)}{\text{Effort}(c)}$$

Here $Y(c)$ is 1 if the change $c$ is defective and 0 otherwise, and $\text{Effort}(c)$ is the amount of effort required to inspect the change.

Then the EALR model would predict the value of $D(c')$ for a new change $c'$ in the testing dataset, and sort these changes in descending order by their risk scores. Note that they only use 12 metrics (excluding LA and LD) as independent variables to build the EALR model, since lines of code added/deleted (i.e., LA and LD) together make up the effort value in the dependent variable of EALR model [8].

In practice, it is difficult for a linear regression model to accurately predict the value of $D(c)$, which would negatively impact the performance of prediction. Kamei et al. [8] reported that the EALR model could detect 35% of all defective changes when developers inspect 20% of LOC modified by all changes.

B. Unsupervised Model by Yang et al. (LT)

More recently, Yang et al. [10] leveraged the same metrics in Kamei et al.’s work [8] to build an unsupervised model. The unsupervised model only uses one metric $M$ among all the available metrics and sort the changes in descending order according to the reciprocal of $M$. More formally, given a change $c$ and the metric value $M(c)$, the model would predict a risk score $R(c) = \frac{1}{M(c)}$. Changes will be sorted in descending order according to the predicted risk score. To follow Kamei et al.’s work [8], the unsupervised model also excluded LA and LD from the candidate metrics. Among all the other 12 candidate metrics, the unsupervised model with LT metric achieves the best performance in most cases, and it also significantly outperforms the EALR model in terms of Recall. Sorting based on LT follows Koru et al.’s finding, which reveals that smaller modules are proportionally more defect-prone and should be inspected first [11]. Thus, we also choose LT as the underlying metric for unsupervised model in our experiment.

IV. CBS: An Improved Supervised Model

In this section, we propose a simple but improved supervised model called CBS. We first introduce the motivation of CBS, then we present its technical details with a pseudocode.

The major problem of EALR is that the relationship between the change metrics and defect density (see Equation 1) may not be linear. Thus, it is difficult to accurately predict a specific value of defect-density using a linear model. However, as shown in Kamei et al.’s work [8], it is relatively easy to build a classifier to predict whether a change is defective or not. They reported that the classifier can find about 70% of all defective changes. To leverage the advantages of such a classifier, while benefiting from Koru et al.’s findings, we propose CBS (i.e., Classify-Before-Sorting). CBS assumes that among changes that are classified to be potentially buggy, small ones should be inspected first, since they give the best bang for the buck.

Algorithm 1 Pseudocode for Classifier Building

1: BuildClassifier($TrainSet, Metrics$)
2: Input:
3: $TrainSet$: Training set of changes
4: $Metrics$: Metrics (see Table I) of changes in $TrainSet$
5: Output:
6: $Classifier$: The classifier built on the training dataset
7: Method:
8: Re-sample $TrainSet$ to balance the number of defective and non-defective changes;
9: Remove ND, REXP, LA and LD from $Metrics$;
10: Apply standard logarithmic transformation to each metric in $Metrics$ except for $FIX$;
11: Build a classifier $Logistic$ by using logistic regression applied on $TrainSet$ and $Metrics$;
12: return $Logistic$;

Algorithm 1 presents the pseudo-code to build a classifier as proposed by Kamei et al. [8]. We first follow Kamei et al. to re-sample training data to deal with data imbalance (i.e., they randomly removed instances of the majority class until the training data is balanced) (Line 8). Then we remove several metrics (Line 9). Following Kamei et al., we remove the metrics ND and REXP, since they found that NF and ND, and REXP and EXP are highly correlated. Usage of highly
correlated features may decrease classifier accuracy. We also remove the metrics LA and LD since they will be used for sorting. After that, we follow Kamei et al. to perform standard log transformation to several metrics (Line 10). Finally, we build a classifier by using logistic regression (Line 11).

**Algorithm 2 Pseudocode for CBS**

1: CBS(Logistic, TestSet)
2: Input:
3:    Logistic: The classifier built on training dataset
4:    TestSet: Testing set of changes
5: Output:
6:    RankedList: Ranked list of changes for inspection
7: Method:
8:    Defective, NonDefective = ∅;
9:    for all change $c \in TestSet$ do
10:       Use Logistic to predict the label $l$ of change $c$;
11:       if $l$ is potentially defective then
12:          Add $c$ into Defective;
13:       else
14:          Add $c$ into NonDefective;
15:    end if
16:    end for
17:    Let RankedList = Changes in Defective sorted in ascending order of size (i.e., LA+LD);
18:   return RankedList;

Algorithm 2 presents the pseudo-code of CBS. Using the classifier built on training dataset, we first identify potentially defective and non-defective changes in testing dataset (Lines 8-16). A change would be classified as potentially defective if its predicted score is larger than 0.5; otherwise it will be classified as potentially non-defective. Then we sort the predicted potentially defective changes in ascending order of their size (i.e., LA+LD) (Line 17). This ranked list of potentially defective changes is then returned (Line 18).

V. Evaluation Measures Considered

In this section, we introduce the following 5 evaluation measures used in our paper to evaluate the performance of both supervised and unsupervised models. Suppose we have a dataset with $M$ changes and $N$ defects. After inspecting 20% LOC, we inspected $m$ changes and found $n$ defects. Besides, when we find the first defective change, we have inspected $k$ changes. Then the 5 evaluation measures are defined and computed as follows:

**Recall**: Proportion of inspected defective changes among all the actual defective changes. This is the evaluation measure used by many previous studies [8], [10], [41]–[43]. They focused on achieving high Recall so that more defective changes could be detected. Recall is computed as: $n/N$.

**Precision**: Proportion of inspected defective changes among all the inspected changes. A low Precision indicates that developers would encounter more false alarms, which may have negative impact on developers’ confidence on the prediction model. Precision is computed as: $n/m$.

**F1-score**: A summary measure that combines both Precision and Recall - it evaluates if an increase in Precision (Recall) outweighs a reduction in Recall (Precision). In many cases, high Recall indicates the sacrifice of Precision, and vice versa [44]. Therefore, to fairly evaluate the prediction model, F1-score is also widely used in prior software engineering studies [13], [18]–[21]. Note that if all the inspected changes are not defective, then both Precision and Recall would be 0, and F1-score would be NaN (i.e., not a number) since it divides zero. In this case, we set F1-score to be 0 since the prediction model achieves the worst performance. F1-score is computed as: $2 \times \text{Precision} \times \text{Recall} / \text{Precision} + \text{Recall}$.

**PCI@20%**: Proportion of Changes Inspected when 20% LOC modified by all changes are inspected. A high PCI@k% indicates that, under the same number of LOC to inspect, developers need to inspect more changes. Note that the definition of inspection cost in prior papers [8], [10] only considers the size of a change, and some problems may arise when a prediction model requires developers to inspect a large number of changes. Suppose Alpha team needs to review 10K changes where each change modifies only 1 LOC, and Delta team needs to review only 1 change while it modifies 10K LOC. The number of LOC that needs to be inspected by the two teams are the same (i.e., 10K LOC in total). However, developers in Alpha team would frequently switch between different changes and this may increase the actual time and effort spent. For example, Meyer et al. [15] conducted a survey with 379 professional software developers and they found that developers perceive their days as productive when they complete many or big tasks without significant interruptions or context switches. Also, a large number of changes may cover many different localities (e.g., hundreds of files and modules), thus requiring more coordination and communication between developers with different expertise. The additional effort required due to context switches and additional communication overhead among developers should not be ignored. To the best of our knowledge, this is the first paper that takes these factors into consideration to evaluate effort-aware JIT defect prediction models. PCI@20% is computed as: $m/M$.

**IFA**: Number of Initial False Alarms encountered before we find the first defect. Inspired by previous studies on fault localization [16], [17], [45], we assume that if the top-k changes recommended by the model are all false alarms, developers would be frustrated and are not likely to continue inspecting the other changes. For example, Parnin and Orso [16] investigated how developers use and benefit from automated debugging tools through a set of human studies. They found that developers would stop inspecting suspicious statements, and turn back to traditional debugging, if they couldn’t get promising results within the first few statements they inspect. IFA is computed as: $k$.

VI. Experiment Setup

In this section, we first describe the statistics of our dataset. Then we introduce the experiment setting. Finally, we present the motivation of our research questions.
TABLE II
STATISTICS OF THE STUDIED PROJECTS.

<table>
<thead>
<tr>
<th>Project</th>
<th>Period</th>
<th>Language</th>
<th># of Changes</th>
<th>% of Defects</th>
<th>Unit LOC</th>
<th># of changes</th>
<th># of modified files</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bugzilla</td>
<td>08/1998-12/2006</td>
<td>Perl</td>
<td>4,620</td>
<td>36%</td>
<td>37.5</td>
<td>1.5</td>
<td>2.3</td>
</tr>
<tr>
<td>Colomba</td>
<td>11/2002-07/2006</td>
<td>Java</td>
<td>4,455</td>
<td>31%</td>
<td>24.9</td>
<td>1.2</td>
<td>1.4</td>
</tr>
<tr>
<td>Eclipse JDT</td>
<td>05/2001-12/2007</td>
<td>Java</td>
<td>35,386</td>
<td>14%</td>
<td>61.4</td>
<td>14.7</td>
<td>4.3</td>
</tr>
<tr>
<td>Eclipse Platform</td>
<td>20/2001-12/2007</td>
<td>Java</td>
<td>64,250</td>
<td>14%</td>
<td>72.2</td>
<td>26.7</td>
<td>4.3</td>
</tr>
<tr>
<td>Mozilla</td>
<td>01/2000-12/2006</td>
<td>C++</td>
<td>98,275</td>
<td>5%</td>
<td>106.5</td>
<td>38.9</td>
<td>5.3</td>
</tr>
<tr>
<td>PostgreSQL</td>
<td>07/1996-05/2010</td>
<td>Ruby</td>
<td>20,431</td>
<td>25%</td>
<td>101.3</td>
<td>4.0</td>
<td>4.5</td>
</tr>
</tbody>
</table>

A. Data Statistics

Table II summarizes the statistics of the studied projects. This dataset is published by Kamei et al. [8], and also used in Yang et al.'s work [10]. We can see that the changes of each project are gathered in a long period of time, written in different programming languages. The number of changes in each project ranges between 4,455 and 98,275. A change is labeled as defective if it induces one or more defect. For each project, only a small percentage of all changes are defective (about 5% to 36%).

B. Experiment Setting

To evaluate the prediction model, for each project, we follow Yang et al. [10] to use the time-wise-cross-validation defined in their work. Specifically, we first sort all changes in chronological order according to the commit date. Then we gather the changes submitted in the same month into one group. Suppose we have N groups of changes in a project, we use changes in group i and group i+1 (1 ≤ i ≤ N - 1) as training data to build the supervised model. Then we use changes in group i+4 and group i+5 as testing data to evaluate both supervised and unsupervised model. As stated by Yang et al. [10], they chose the period of two consecutive months because the release cycle of most projects is typically 6 to 8 weeks. Besides, using two consecutive months guarantees each training set will have enough instances for building supervised models, and also allows us to have enough runs for each project. Note that we use time-wise-cross-validation instead of 10-fold cross-validation, since 10-fold cross-validation cannot guarantee the changes for testing are always created later than changes for training. In real application, we cannot use data in the future to build the supervised model and predict the data in the past.

Finally, since there are multiple runs for each project, we apply the Wilcoxon signed-rank test [46] with Bonferroni correction [47] at 95% significance level on two competing models. We consider that one model performs significantly better than the other model at the confidence level of 95% if the corresponding Wilcoxon signed-rank test result (i.e., p-value) is less than 0.05. We also use the Cliff’s delta (δ) [48] to quantify the amount of difference between two approaches. The amount of difference is considered negligible ([| δ | < 0.147]), small (0.147 ≤ δ < 0.33), moderate (0.33 ≤ |δ | < 0.474), or large (| δ | ≥ 0.474).

C. Research Questions

We investigate the following three research questions:

RQ1: Why do Yang et al.’s unsupervised model (LT) perform better than Kamei et al.’s supervised model (EALR) in terms of Recall?

In intuition, supervised models extract prior knowledge from historical changes, and intuitively are likely to perform better than unsupervised models which have no prior knowledge. Thus, we are interested to explore the reason why the supervised model in Yang et al.’s work [10] could outperform supervised models in terms of Recall.

RQ2: How do the supervised and unsupervised models compare when different evaluation measures are considered?

Yang et al. [10] used Recall to evaluate a prediction model when using 20% effort. However, Recall does not consider the number of false alarms and context switches. False alarms may negatively impact developers’ patience and confidence, while context switches may reduce developers’ productivity. Thus, we argue that more evaluation measures should be used to assess defect prediction models. To gain more insights, in addition to Recall, we use another 4 evaluation measures, namely Precision, F1-score, PCI@20% and IFA, which have been introduced in Section V. Using these additional evaluation measures, we can compare the supervised and unsupervised models more comprehensively.

RQ3: Could the supervised model be enhanced leveraging intuition of Yang et al.’s unsupervised model?

Based on the intuition that defective changes with smaller numbers should be inspected first, we propose a simple but improved supervised model called CBS. We first compare it with EALR to investigate whether it achieves better performance in terms of different evaluation measures. Then we compare it with Yang et al.’s unsupervised model.

VII. EXPERIMENT RESULTS

A. RQ1: Why do Yang et al.’s unsupervised model (LT) perform better than Kamei et al.’s supervised model (EALR) in terms of Recall?

To answer this RQ, we investigate two specific sub-questions. The first sub-question explores the distribution of
change size in each project. Our preliminary experiment found that many changes in the dataset only modify a few or even zero lines of code (e.g., a change that only renames a file). On the other hand, some other changes modify a large number of LOC. For example, in the Colomba project, the largest change modifies about 87K LOC, which accounts for about 13% of the total LOC (i.e., 665K) in the whole project. Since the unsupervised model prefers small changes (i.e., changes with small LT are not likely to modify too many LOC), it is possible that a large number of small changes would be inspected while the requirement of low inspection cost is still satisfied. The second sub-question investigates the number of changes required to inspect when using the supervised model and unsupervised model. We would like to see whether the unsupervised model requires developers to inspect more changes.

Question 1: What is the distribution of change size in each project?

To gain an overview of the distribution of change size (i.e., LOC added and deleted) in each project, we use violin plot [49] to visualize it. Since absolute values of some changes’ sizes are quite huge (e.g., more than 100K LOC are modified), we applied a standard log transformation (base 2) to the size of each change before visualization.

Figure 1 presents the visualization results. The results show that, for each project, the majority of changes only modify a small number of LOC. Specifically, the sizes of most changes are less than 1000 (i.e., \(2^{10}\)) LOC. On the other hand, a small number of changes modify a huge number of LOC (e.g., \(2^{15} = 32K\) LOC), and they account for the majority of LOC modified in total. Thus, it is clear that the distribution of change size in each project is highly skewed.

Question 2: Given the same LOC budget, how many changes do the unsupervised and supervised model require developers to inspect?

Based on the observations above, we would like to validate whether Yang et al.’s unsupervised model (LT) requires developers to inspect more changes than Kamei et al.’s supervised model (EALR) when 20% LOC are inspected. Table III shows the median number of changes inspected when using EALR and LT. On average across the six projects, EALR requires developers to inspect 223 changes, while LT requires developers to inspect 516 changes. Since LT requires developers to inspect more than twice as many changes as those required by using EALR, it is of no surprise that LT can find more defective changes. On the other hand, LT does not proportionally increase the number of inspected defective changes. According to the results presented in Yang et al.’s work, on average, LT can find 43% of all defective changes, while EALR can find 31% of all defective changes. Finally, Yang et al. did not discuss the negative impact of the large number of false alarms and context switches during the manual inspection process. We further discuss this concern in RQ2.

The distribution of change size in every project is highly skewed. LT leverages this property to achieve higher Recall by requiring developers to inspect more than twice as many changes as those required by using EALR. However, problems may arise due to context switches and false alarms.

B. RQ2: How do the supervised and unsupervised models compare when different evaluation measures are considered?

Table IV presents the median results of Kamei et al.’s supervised model (EALR) and Yang et al.’s unsupervised model (LT) in terms of all evaluation measures (i.e., Precision, Recall, F1-score, PCI@20% and IFA) when inspecting 20% LOC. We choose to present median results following Yang et al. To follow Yang et al.’s work [10], we regard one prediction model in a project as a winner in terms of a certain evaluation measure, if it significantly outperforms the other model with a moderate or large improvement in terms of the Cliff’s delta. The evaluation result of a winner is also marked by “√”. The row “AVG” reports the average median over the six projects. The row “W/T/L” reports the number of projects for which the corresponding prediction model obtains a better, equal, and worse performance than the other model.

The results show that LT wins in terms of Recall in 5 out of the 6 projects, which is consistent with the results presented in Yang et al.’s work. On the other hand, EALR wins in terms of Precision in 5 out of the 6 projects. When considering Recall and Precision together (i.e., F1-score), the differences between the results of LT and EALR in every project are small or even negligible. As for PCI@20% and IFA, EALR significantly outperforms LT in at least 5 out of the 6 projects, which suggests that when using EALR, developers could be able to focus on a smaller number of changes and succeed in finding the first defective change earlier. We also notice that the IFA of unsupervised model is quite large. On average across the six projects, the top-70 changes recommended by unsupervised model are all false alarms. According to the survey [17] about practitioners’ expectations on automated fault localization, it is not acceptable to use the automatic tool if the first 10 suspicious program elements are all false alarms. Thus, we doubt whether the unsupervised model is practical in use. As a comparison, the IFA of supervised model is much more reasonable. For every project, supervised model
can find the first defective change when inspecting the top-10 suspicious changes.

Note that Yang et al. [10] and Kamei et al. [8] selected 20% LOC as the cut-off value. However, selecting another cut-off value might lead to different results. Besides, in our dataset, inspecting 20% LOC still requires developers to inspect a large amount of LOC. For example, in Mozilla project, 20% LOC corresponds to a total number of about 80K LOC. Thus, we investigate the performance of EALR and LT when inspecting less LOC (i.e., 5% LOC). Table V presents the comparison results when inspecting 5% LOC. The results are similar to those in Table IV. One difference is that, when inspecting 5% LOC, LT only wins in terms of Recall in 2 out of the 6 projects, and EALR additionally wins in terms of F1-score in 1 out of the 6 projects.

**C. RQ3: Could the supervised model be enhanced leveraging intuition of Yang et al.’s unsupervised model?**

Table VI compares the evaluation results of CBS with EALR. On average across the six projects, CBS could find about 46% of all defective changes when inspecting 20% LOC, which significantly outperforms EALR in terms of Recall with an average improvement of 47%. CBS also significantly outperforms EALR in terms of Precision and F1-score in at least 5 out of the 6 projects. The PCI@20% of CBS is close to that of EALR for each project, which suggests that CBS does not require inspecting additional changes. However, CBS does not achieve the expected IFA (i.e., no more than 10) in 3 out of the 6 projects.

Table VII compares the evaluation results of CBS with Yang et al.’s unsupervised model (i.e., LT). CBS and LT achieve similar results in terms of Recall in 4 out the 6 projects, while CBS significantly improves Recall in the other 2 projects. When considering Precision, F1-score and PCI@20%, CBS significantly outperforms LT in at least 5 out of the 6 projects. This suggests that CBS significantly reduces the amount of false alarms and the amount of changes required to inspect for each project.

**TABLE IV**

<table>
<thead>
<tr>
<th>Project</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-score</th>
<th>PCI@20%</th>
<th>IFA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EALR</td>
<td>LT</td>
<td>EALR</td>
<td>LT</td>
<td>EALR</td>
</tr>
<tr>
<td>BUG</td>
<td>0.299</td>
<td>0.323</td>
<td>0.323</td>
<td>0.364</td>
<td>0.333</td>
</tr>
<tr>
<td>COL</td>
<td>0.400</td>
<td>0.440</td>
<td>0.250/ 0.190</td>
<td>0.35 (M)</td>
<td>0.299</td>
</tr>
<tr>
<td>JDT</td>
<td>0.347</td>
<td>0.452/ 0.56 (L)</td>
<td>0.155/ 0.112</td>
<td>0.43 (M)</td>
<td>0.210</td>
</tr>
<tr>
<td>PLA</td>
<td>0.290</td>
<td>0.432/ 0.53 (L)</td>
<td>0.157/ 0.110</td>
<td>0.42 (M)</td>
<td>0.198</td>
</tr>
<tr>
<td>MOZ</td>
<td>0.190</td>
<td>0.363/ 0.77 (L)</td>
<td>0.045/ 0.035</td>
<td>0.33 (M)</td>
<td>0.072</td>
</tr>
<tr>
<td>POS</td>
<td>0.331</td>
<td>0.432/ 0.41 (M)</td>
<td>0.235/ 0.176</td>
<td>0.37 (M)</td>
<td>0.255</td>
</tr>
<tr>
<td>AVG</td>
<td>0.310</td>
<td>0.428</td>
<td>0.201/ 0.159</td>
<td>0.227</td>
<td>0.218</td>
</tr>
<tr>
<td>W1/L</td>
<td>0.250</td>
<td>0.177</td>
<td>0.210</td>
<td>0.227</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE V**

<table>
<thead>
<tr>
<th>Project</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-score</th>
<th>PCI@20%</th>
<th>IFA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EALR</td>
<td>LT</td>
<td>EALR</td>
<td>LT</td>
<td>EALR</td>
</tr>
<tr>
<td>BUG</td>
<td>0.295</td>
<td>0.311</td>
<td>0.301</td>
<td>0.344</td>
<td>0.315</td>
</tr>
<tr>
<td>COL</td>
<td>0.200</td>
<td>0.195</td>
<td>0.293/ 0.156</td>
<td>0.53 (L)</td>
<td>0.232</td>
</tr>
<tr>
<td>JDT</td>
<td>0.146</td>
<td>0.175</td>
<td>0.160/ 0.097</td>
<td>0.56 (L)</td>
<td>0.144</td>
</tr>
<tr>
<td>PLA</td>
<td>0.102</td>
<td>0.150</td>
<td>0.240/ 0.071</td>
<td>0.79 (L)</td>
<td>0.134/ 0.089</td>
</tr>
<tr>
<td>MOZ</td>
<td>0.053</td>
<td>0.115</td>
<td>0.069/ 0.021</td>
<td>0.57 (L)</td>
<td>0.057</td>
</tr>
<tr>
<td>POS</td>
<td>0.127</td>
<td>0.165</td>
<td>0.227/ 0.158</td>
<td>0.46 (L)</td>
<td>0.160</td>
</tr>
<tr>
<td>AVG</td>
<td>0.121</td>
<td>0.162</td>
<td>0.220/ 0.139</td>
<td>0.145</td>
<td>0.131</td>
</tr>
<tr>
<td>W1/L</td>
<td>0.042</td>
<td>0.240</td>
<td>0.010</td>
<td>0.151</td>
<td></td>
</tr>
</tbody>
</table>

**VIII. DISCUSSION**

A. Comparison with Fu and Menzies’s Work

Most recently, Fu and Menzies [50] also revisited unsupervised model in effort-aware JDT defect prediction. They replicated Yang et al.’s work [10] and pointed out that unsupervised model performs better in terms of Precision and F1-score. They also proposed a supervised model called OneWay, which leverages the training data to automatically choose the best metric for the unsupervised model in Yang et al.’s work.

Compared with their work, we present more findings considering additional perspectives, as shown below:

1) We investigate why the unsupervised model performs better in terms of Recall. We point out that the distribution of change size in every project is highly skewed. The unsupervised model leverages this property to achieve higher Recall by requiring developers to inspect more frequent context switches between different changes, and developer fatigue leading to likelihood of tool aban-
TABLE VI 
COMPARISON OF THE PERFORMANCE ACHIEVED BY EALR AND CBS WHEN INSPECTING 20% LOC

<table>
<thead>
<tr>
<th>Project</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-score</th>
<th>PLC@20%</th>
</tr>
</thead>
<tbody>
<tr>
<td>BUIG</td>
<td>0.299</td>
<td>0.438/</td>
<td>0.364</td>
<td>0.335</td>
</tr>
<tr>
<td>COL</td>
<td>0.400</td>
<td>0.446/</td>
<td>0.446</td>
<td>0.345</td>
</tr>
<tr>
<td>JDT</td>
<td>0.347</td>
<td>0.453/</td>
<td>0.453</td>
<td>0.299</td>
</tr>
<tr>
<td>PLA</td>
<td>0.290</td>
<td>0.515/</td>
<td>0.515</td>
<td>0.201</td>
</tr>
<tr>
<td>MOZ</td>
<td>0.190</td>
<td>0.435/</td>
<td>0.435</td>
<td>0.045</td>
</tr>
<tr>
<td>POS</td>
<td>0.331</td>
<td>0.444/</td>
<td>0.444</td>
<td>0.235</td>
</tr>
<tr>
<td>AVG</td>
<td>0.310</td>
<td>0.458</td>
<td>0.201</td>
<td>0.227</td>
</tr>
</tbody>
</table>

TABLE VII 
COMPARISON OF THE PERFORMANCE ACHIEVED BY LT AND CBS WHEN INSPECTING 20% LOC

<table>
<thead>
<tr>
<th>Project</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-score</th>
<th>PLC@20%</th>
</tr>
</thead>
<tbody>
<tr>
<td>BUIG</td>
<td>0.449</td>
<td>0.438</td>
<td>0.378</td>
<td>0.516</td>
</tr>
<tr>
<td>COL</td>
<td>0.440</td>
<td>0.464</td>
<td>0.265</td>
<td>0.677</td>
</tr>
<tr>
<td>JDT</td>
<td>0.452</td>
<td>0.453</td>
<td>0.181</td>
<td>0.611</td>
</tr>
<tr>
<td>PLA</td>
<td>0.432</td>
<td>0.515/</td>
<td>0.178</td>
<td>0.590</td>
</tr>
<tr>
<td>MOZ</td>
<td>0.363</td>
<td>0.435/</td>
<td>0.062</td>
<td>0.554</td>
</tr>
<tr>
<td>AVG</td>
<td>0.428</td>
<td>0.458</td>
<td>0.218</td>
<td>0.467</td>
</tr>
</tbody>
</table>

TABLE VIII 
COMPARISON OF THE PERFORMANCE ACHIEVED BY CBS AND OneWay WHEN INSPECTING 20% LOC

<table>
<thead>
<tr>
<th>Project</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-score</th>
<th>PLC@20%</th>
</tr>
</thead>
<tbody>
<tr>
<td>BUIG</td>
<td>0.438</td>
<td>0.362</td>
<td>0.442</td>
<td>0.368</td>
</tr>
<tr>
<td>COL</td>
<td>0.464</td>
<td>0.561</td>
<td>0.390</td>
<td>0.364</td>
</tr>
<tr>
<td>JDT</td>
<td>0.453</td>
<td>0.422</td>
<td>0.297</td>
<td>0.302</td>
</tr>
<tr>
<td>PLA</td>
<td>0.515/</td>
<td>0.307</td>
<td>0.304</td>
<td>0.369</td>
</tr>
<tr>
<td>MOZ</td>
<td>0.345</td>
<td>0.327</td>
<td>0.156</td>
<td>0.252</td>
</tr>
<tr>
<td>AVG</td>
<td>0.458</td>
<td>0.422</td>
<td>0.329</td>
<td>0.329</td>
</tr>
</tbody>
</table>

B. Implications

1) Implications For Practitioners: Our experiment results have shown that, in most cases, unsupervised model performs better in terms of Recall, while supervised model performs better in terms of Precision. Although we can use F1-score to balance between Precision and Recall, the importance of Precision and Recall are not always the same in different projects. For example, if the recommended changes are separately assigned to a large group of developers, the number of false alarms encountered by each developer would be significantly reduced. Thus, Recall is likely to be more important than Precision in this scenario, since a prediction model with high Recall can detect more defective changes. On the other hand, if the recommended changes are assigned to a few developers only, the negative impact of false alarms on developers’ patience and confidence should be carefully considered. In this scenario, the importance of Precision should be weighted more than Recall.

In summary, we suggest developers use different measures to evaluate a prediction model more comprehensively, and choose the most appropriate model according to the requirement, schedule and resources in their own project.

2) Implications For Researchers: Both the studies by Yang et al. [10] and Kamei et al. [8] assumed that the inspection cost of a change is linearly associated with the change’s size (i.e., the number of modified LOC). However, we have found some changes in the dataset which modified thousands of LOC. The actual effort required to inspect such a large change may not be linearly correlated with change size. For example, some changes only add a common comment (e.g., copyright) to a large number of files, and the amount of time and effort to inspect such changes is likely to be low. Thus, we argue that more factors (e.g., change type) should be considered to decide the inspection cost of a change. We recommend future research to do an empirical study on which additional factors influence the amount of time and effort needed to inspect a change, and how to determine the weights of different factors.
We also encourage future research on effort-aware JIT defect prediction to consider context switch cost and initial false alarms in evaluating the proposed solutions.

IX. THREATS TO VALIDITY

A. Internal Validity

The internal validity relates to errors in our code when replicating the supervised and unsupervised model, which are both published by their authors using R language. Although our code is written in Java, we have carefully read the published source code and strictly follow the implementation. Since we use the same experiment setting as Yang et al.’s work, we compare our experiment results with theirs. For supervised model, our results are slightly different from those in [10]. Specifically, for each project, the differences between Yang et al.’s results and ours in terms of Recall are no more than 0.02. We argue that small difference is acceptable since supervised model requires data preprocessing and introduces random numbers. For unsupervised model, we reproduced the same experiment results since it is straightforward to implement. Thus, we believe there is little threat to internal validity.

B. External Validity

The external validity relates to the quality and generalizability of our dataset. We use six open source projects, which belong to different application domains, vary in size, cover a long period of time and are written in different programming languages. In total, we have analyzed 227,417 changes. However, there are still many other projects in other domains using other programming languages, which are not considered in our study. Besides, all the six projects in our study are developed by open source communities, it is still unclear whether our conclusion is generalizable to commercial projects. In the future, we plan to reduce this threat further by analyzing even more changes from additional software projects.

C. Construct Validity

The construct validity relates to the suitability of our evaluation measures. In addition to Recall, we use 4 evaluation measures, namely Precision, $F_1$-score, $PCI@20\%$ and IFA. We use Precision because Recall and Precision are usually paired. We use $F_1$-score because it balances the tradeoff between Precision and Recall. Also, $F_1$-score is widely used in prior software engineering studies [13], [18]–[21]. We use $PCI@20\%$ because we find that the distribution of change size in every project is highly skewed, and we argue that inspecting too many changes would introduce additional effort cost. We use IFA because previous studies have shown that developers are not willing to use the prediction model if its IFA is quite large. Since we have carefully discussed the motivation of using these additional evaluation measures and cited previous studies to support our assumptions, we believe this construct validity should be acceptable.

Another threat to construct validity relates to the underlying metric we choose for Yang et al.’s unsupervised model. We choose the metric LT since it achieves the best average Recall in Yang et al.’s paper. However, another metric AGE also achieves similar Recall. We re-run our experiment with AGE-based unsupervised model and find that our conclusion remains the same, and thus not interesting to report.

Finally, as recent studies [51], [52] pointed out, the experimental design may also impact the conclusion of our paper. First, our results rely on time-wise cross validation scenario and we only choose two consecutive months as the time slots in order to follow Yang et al.’s work [10]. However, different validation techniques (e.g., choosing other time slots) may produce different performance estimates [53]. Second, we only use logistic regression as the underlying classification technique for supervised models in order to follow Kamei et al.'s work [8]. However, recent studies pointed out that defect prediction models with different classification techniques or different parameter settings may yield different results [54], [55]. Last but not the least, we do not consider possible mislabeling in our dataset – Tantithamthavorn et al. [56] pointed out that noise may creep into defect datasets and impact the recall achieved by defect prediction models. To reduce these threats to experimental design, as future work, we plan to conduct more experiments using additional datasets, different validation techniques and different classification techniques.

X. CONCLUSION AND FUTURE WORK

In this paper, we revisit Yang et al.’s recent study on supervised versus unsupervised models in effort-aware JIT defect prediction. We first highlight that it is of no surprise that Yang et al.’s unsupervised model (LT) can find more defects, since it requires developers to inspect more than twice as many changes as those required by using Kamei et al.’s supervised model (EALR). We point out that inspecting too many changes would introduce additional effort due to frequent context switches. Then we use 4 additional evaluation measures to gain more insights of a prediction model. We find that LT sacrifices Precision to achieve higher Recall, and it no longer outperforms EALR when considering Recall and Precision together (i.e., $F_1$-score). We also point out that, when using LT, developers may feel frustrated due to the large number of initial false alarms. Finally, we propose a simple but improved supervised model called CBS. When compared with Yang et al.’s unsupervised model, CBS achieves similar results in terms of Recall, but it performs significantly better in terms of Precision and $F_1$-score. CBS also significantly reduces context switches and initial false alarms.

In the future, we plan to conduct a user study to investigate the actual effort required to inspect different types of changes. We are also interested to investigate the performance of supervised and unsupervised models in commercial projects. 
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