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1. Introduction

Software bugs are prevalent in all stages of the software development and maintenance lifecycle. To manage the reporting of software bugs, most software projects use bug tracking systems, such as Bugzilla. Prior studies showed that the cost of bug fixing in a software system consumed 50–80% of the development and maintenance cost\textsuperscript{[1]}. In 2002, a report from the National Institute of Standards and Technology (NIST) found that software bugs cost $59 billions of the US economy annually\textsuperscript{[2]}.

Due to the importance of software bugs, a large number of automated techniques have been proposed to manage and reduce the impact of software bugs. These techniques include bug triaging and developer recommendation \textsuperscript{[3–6]}, bug severity/priority assignment \textsuperscript{[7–9]}, duplicate bug report detection \textsuperscript{[10,11]}, bug fixing time prediction \textsuperscript{[12–14]}, and reopened bug prediction \textsuperscript{[15,16]}. In general, the above techniques extract data from bug reports in bug tracking systems to build their prediction models.

In a typical bug fixing process, a tester or a user detects a bug, and submits a bug report\textsuperscript{1} to describe the bug in a bug tracking system that is marked as a bug. Once the bug is fixed, another developer would verify the fixes, and finally close the bug report. However, in certain cases, the whole fixing process is stalled due to the existence of a blocking bug\textsuperscript{[17]}. Blocking bugs refer to bugs that prevent other bugs from being fixed.

ELBlocker can help deal with the class imbalance phenomenon and improve the prediction of blocking bugs. ELBlocker achieves a substantial and statistically significant improvement over the state-of-the-art methods, i.e., Garcia and Shihab’s method, SMOTE, OSS, and Bagging.

\textsuperscript{1} In this paper, we use the terms “bug” or “bug report” interchangeably, which refer to an issue report stored in a bug tracking system that is marked as a bug.
This means that developers cannot fix their bugs, not because they do not have the ability or resources required to do so, but because the modules they need to fix depend on other modules which still have unresolved (blocking) bugs.

Garcia and Shihab study blocking bugs and find that blocking bugs need 15–40 more days to be fixed compared with non-blocking bugs, i.e., the time to fix blocking bugs is approximately two to three times longer than those of non-blocking bugs [17]. Thus, an automated tool which predicts blocking bugs can help reduce the impact of blocking bugs. Garcia and Shihab further leverage machine learning techniques to predict blocking bugs. They preprocess the training bug reports by using re-sampling strategy [18], and build various classifiers based using the pre-processed bug reports by leveraging various machine learning techniques (e.g., decision trees [C4.5] [19], Naive Bayes [20], kNN [20], and Random Forests [21]). They find random forest achieves the best performance compared to the other techniques. However, the overall performance of all the classifiers were not optimal.

A major challenge in blocking bug prediction is the fact that only a small proportion of bug reports are actually blocking bugs. There is an unequal distribution between blocking and non-blocking bug reports. Only 8.9%, 2.3%, 12.5%, 3.2%, 3.0%, and 2.8% of the bug reports in the whole bug report repository of Freedesktop, Chromium, Mozilla, Netbeans, OpenOffice, and Eclipse projects respectively are blocking bugs. We refer to this as the class imbalance phenomenon [22]. Due to the class imbalance phenomenon, predicting blocking bugs with high accuracy is a difficult task.

In this paper we propose ELBlocker to predict blocking bugs. ELBlocker combines multiple prediction models built on a subset of training bug reports. More specifically, we first divide the training data into multiple disjoint sets, and in each disjoint set, we build a separate classifier (i.e., a prediction model). Next, we combine these multiple classifiers, and automatically determine an appropriate imbalanced decision boundary (or threshold) to differentiate blocking bugs from non-blocking bugs. Traditional machine learning techniques will classify a bug report to be a blocking bug if its likelihood score to be a blocking bug is higher than its likelihood to be a non-blocking bug. With the imbalanced decision boundary, a bug report will be classified to be a blocking bug when its likelihood score is larger than the decision boundary, no matter if its likelihood score to be blocking is low or lower than its likelihood score to be a non-blocking bug. This imbalanced decision boundary is needed since imbalanced data causes a classifier to favor the majority class. Also, since imbalanced data tends to cause poor performance, to boost the performance further, we combine multiple classifiers instead of using a single one following the ensemble learning paradigm [23] that has often been shown effective [22].

To evaluate ELBlocker, we use two metrics: F1-score [17,7,15,9] and cost effectiveness [24–27]. F1-score is a summary measure that combines both precision and recall. F1-score is a good evaluation metric when there is enough resources to manually check all the predicted blocking bugs. A higher F1-score means that a method can detect more blocking bugs (true positives) and reduce the time wasted checking non-blocking bugs. Cost effectiveness evaluates prediction performance given a limited resource, e.g., percentage of bug reports to check. In this paper, we use Effective-nessRatio@20% (ER@20%) as the default cost effectiveness metric. The ER@K% score of a technique is the ratio of the number of blocking bugs detected by the technique to the number detected by the perfect technique that ranks all blocking bugs first followed by non-blocking ones, considering the first K% of the bugs appearing in the ranking list of our proposed technique and the perfect technique.

To evaluate the effectiveness of ELBlocker, we perform experiments on 6 large open source projects: Freedesktop, Chromium, Mozilla, Netbeans, OpenOffice, and Eclipse containing a total of 402,962 bugs. On average across the 6 projects, ELBlocker achieves F1 and ER@20% scores of 0.345 and 0.668, respectively. These results correspond to improvements in the F1 and ER@20% scores over the method proposed in the prior work of Garcia and Shihab by 14.69% and 8.99%, respectively. Statistical tests show that the improvements are significant and the effect sizes are large. We also compare ELBlocker with other imbalanced learning algorithms (e.g., SMOTE [28] and one-sided selection (OSS) [29]) and an ensemble learning algorithm (i.e., Bagging [30]), and the results show that our ELBlocker achieves the best performance.

The main contributions of this paper are:

1. We consider the class imbalance phenomenon and propose a novel method, named ELBlocker, to predict blocking bugs, which utilizes the advantages of ensemble learning to combine multiple prediction models and learn an appropriate decision boundary.

2. We compare our method with Garcia and Shihab's method, SMOTE, OSS, and Bagging on 6 large software projects. The experiment results show that our method achieves substantial and statistically significant improvements over these methods.

The remainder of the paper is organized as follows. We describe some preliminary materials on blocking bug prediction and a motivating example in Section 2. We describe the high-level architecture of ELBlocker in Section 3. We elaborate on ELBlocker and detail our approach in Section 4. We present our experiment results in Section 5. We present the threats to validity in Section 6. We discuss related work in Section 7. We conclude and mention future work in Section 8.

2. Preliminaries & motivation

In this section, we first introduce some preliminaries about blocking bugs. Next, we provide the technical motivation as to why we need an ensemble of prediction models and why we need to consider the decision boundary.

2.1. Blocking bugs

Blocking bugs refer to bugs that prevent other bugs from being fixed. Garcia and Shihab find that blocking bugs take approximately two to three times longer to be fixed compared to non-blocking bugs [17]. From the blocking bug in Fig. 1, we can observe the following:

1. Blocking bugs need a long time to be fixed. For example, the bug in Fig. 1 took a long time to be fixed. It was created on 2002-06-03, but on 2009-03-26 it was fixed; it took nearly 7 years to fix this bug.

2. Blocking bugs also prevent a number of other bugs from being fixed, and the bugs which depend on the blocking bugs also need a long time to be fixed. The bug in Fig. 1 blocked a number of other bugs in Mozilla, such as bugs 30378, 208305, and 294065, which also delayed the fixing of these bugs. For example, bug 208305 was created on 2003-06-04, but only until 2009-03-26 this bug was finally fixed.

Observations and implications. From the blocking bug in Fig. 1, we can observe the following:

1. Blocking bugs need a long time to be fixed. For example, the bug in Fig. 1 took a long time to be fixed. It was created on 2002-06-03, but on 2009-03-26 it was fixed; it took nearly 7 years to fix this bug.

2. Blocking bugs also prevent a number of other bugs from being fixed, and the bugs which depend on the blocking bugs also need a long time to be fixed. The bug in Fig. 1 blocked a number of other bugs in Mozilla, such as bugs 30378, 208305, and 294065, which also delayed the fixing of these bugs. For example, bug 208305 was created on 2003-06-04, but only until 2009-03-26 this bug was finally fixed.

https://bugzilla.mozilla.org/show_bug.cgi?id=148810.
2.2. Technical motivation

The effectiveness of our ELBlocker technique relies on the answers of the following 2 research investigations:

**Investigation 1:** Does a prediction model built on an ensemble of classifiers that are built on subsets of the training bug reports achieve better performance compared to a model that is built using all of the bug reports?

To answer Investigation 1, we divide the training bug reports from Freedesktop into $K$ (i.e., $K \in \{2, \ldots, 10\}$) equal-sized disjoint sets. Then, we build a classifier for each of the $K$ subsets. Thus, in total we have $K$ classifiers. For an unlabeled bug report, we input it into each of the $K$ classifiers, and we pick the prediction that has the highest confidence (or likelihood) score. For comparison purposes, we build a classifier (referred to as the baseline classifier) based on all bug reports in the training set, and evaluate it using the same testing set as we do for the $K$ classifiers. In addition, we also build a random prediction classifier (referred to as the random classifier), which randomly predicts a bug to be blocking or not. We use the random forest algorithm [21] to build these classifiers and measure the quality of these two approaches (ensemble vs. single classifier) using precision, recall, and F1-scores using 10-fold cross validation. More specifically, we divide all the bug reports in Freedesktop into 10 equal-sized folds, and we choose 9 folds of the data for training, and evaluate the performance of an approach in the remaining fold; the above process iterates 10 times and the aggregate score across the 10 iterations is reported. Table 1 presents the precision, recall, and F1-score for various classifiers built on subsets of training bug reports in Freedesktop.

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.628</td>
<td>0.203</td>
<td>0.307</td>
</tr>
<tr>
<td>Random</td>
<td>0.023</td>
<td>0.500</td>
<td>0.045</td>
</tr>
<tr>
<td>$K = 2$</td>
<td>0.489</td>
<td>0.269</td>
<td>0.347</td>
</tr>
<tr>
<td>$K = 3$</td>
<td>0.420</td>
<td>0.274</td>
<td>0.331</td>
</tr>
<tr>
<td>$K = 4$</td>
<td>0.409</td>
<td>0.302</td>
<td>0.347</td>
</tr>
<tr>
<td>$K = 5$</td>
<td>0.417</td>
<td>0.344</td>
<td>0.377</td>
</tr>
<tr>
<td>$K = 6$</td>
<td>0.389</td>
<td>0.351</td>
<td>0.369</td>
</tr>
<tr>
<td>$K = 7$</td>
<td>0.367</td>
<td>0.387</td>
<td>0.377</td>
</tr>
<tr>
<td>$K = 8$</td>
<td>0.342</td>
<td>0.361</td>
<td>0.351</td>
</tr>
<tr>
<td>$K = 9$</td>
<td>0.327</td>
<td>0.436</td>
<td>0.374</td>
</tr>
<tr>
<td>$K = 10$</td>
<td>0.318</td>
<td>0.420</td>
<td>0.362</td>
</tr>
</tbody>
</table>

**Investigation 2:** Do different decision boundaries (i.e., thresholds) result in significantly different prediction performances?

To answer Investigation 2, we build a classifier using all training bug reports and predict the label for a new bug report by comparing its likelihood score with a decision boundary (or threshold). If the likelihood score is larger than the threshold, we predict it as a blocking bug; else it is predicted as a non-blocking bug. We vary the threshold from 0.1 to 0.9. We also use random forest to train on an ensemble of classifiers, which are built on subsets of training bug reports can achieve better performance compared to the model built using all of the bug reports.
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3. ELBlocker architecture

Fig. 2 presents the architecture of the ELBlocker framework. ELBlocker contains two phases: a model building phase and a prediction phase. In the model building phase, ELBlocker builds a composite model from historical bug reports that have known labels (blocking or non-blocking). In the prediction phase, we apply this model to predict whether an unknown bug report is a blocking bug or not.

Our framework takes as input historical training bug reports with known labels (blocking or non-blocking). Next, it extracts the values of various features from these bug reports (Step 1). In this paper, we use the features that are listed in Table 3. To enable easy comparison with the state-of-the-art, we use the same features that were previously proposed by Garcia and Shihab for blocking bug prediction [17]. For a blocking bug report in the training set, the values of its features are obtained from the contents of its fields right before it is assigned as a blocking bug by the developer. For example, for the feature “priority increase” which denotes whether the priority of this bug has increased, we set the value of this feature as true when the priority really increases before the bug is identified as a blocking bug, else we set the value of this feature as false. Similarly, for features “comment text” and “comment size”, we only consider comments that a bug report receives before it is identified as a blocking bug. For a non-blocking bug report in the training set, the values of its features are obtained from the last contents of its fields when we extract them from the bug tracking systems.

Then, ELBlocker randomly divides the collection of training bug reports into multiple equal-sized disjoint subsets \((Sub_1, Sub_2, \ldots, Sub_n)\) (Step 2), and for each subset \(Sub_i\), ELBlocker builds a classifier \(C_i\) (Step 3). In total, we end up with \(n\) classifiers built using \(n\) subsets of the training set. Next, these \(n\) classifiers are combined to form ELComposer, and we search for the optimal decision boundary (i.e., threshold value) that provides the best F1-scores in the training set (Step 4). ELComposer is a machine learning classifier which assigns labels (in our case: blocking or non-blocking) to a bug report based on its feature values.

After the ELComposer model is constructed, it is then used to predict whether a bug report with an unknown label is a blocking bug or not. For each new bug report, we first extract the values of the same set of features as those considered in the model building step (Step 5). We then input the values of these features into the learned model (Step 6). It will output a prediction result, which is one of the following labels: blocking or non-blocking (Step 7).

4. ELBlocker approach

ELBlocker is a composite approach that combines multiple classifiers built on the disjoint subsets of the collection of training bug reports. In this section, we first present the definition of subset scores in Section 4.1. Next, we detail the procedure of ELBlocker in Section 4.2.

4.1. Subset scores

We denote the \(n\) classifiers that are built on the \(n\) equal-sized disjoint sets as \(C_1, C_2, \ldots, C_n\). Given an unknown bug report, \(C_i\) will output its likelihood scores that this bug is a blocking bug.

**Definition 1 (Subset scores).** Consider a subset of training bug report collection \(Sub_n\), we build a classifier \(C_i\) trained on \(Sub_i\). For a new bug report \(br\), we use \(C_i\) to get the likelihood that \(br\) is a blocking bug. We refer to this likelihood score as the subset score for \(br\), and denote it as \(Sub_i(br)\).

There are many classification algorithms that can be used to build a classifier; most of them assign weights to the features and use the presence and absence of each of these features in a new bug report, along with the weights of the features to compute the likelihood of the new bug report to be assigned a particular label (i.e., blocking or non-blocking). By default, we use random forest [21] as the classification algorithms. Random forest is one of the ensemble learning approaches that constructs a number of
decision trees [20] by using historical data in the model building phase. In the prediction phase, random forest inputs instances (in our case, bug reports) into the sets of decision trees, and predicts the label of the instances based on the majority voting of the outputs of the set of decision trees.

4.2. ELComposer classifier

Given $n$ classifiers $C_1, C_2, \ldots, C_n$, for a new bug report $br$, we have $n$ subset scores, i.e., $Sub_1(br), Sub_2(br), \ldots, Sub_n(br)$. An ELComposer classifier computes an average sum of all likelihood scores assigned by the $n$ classifiers and predicts whether a new bug report $br$ is a blocking bug or not based on a threshold score. Definition 2 provides a more mathematical definition of the ELComposer classifier.

Definition 2 (ELComposer classifier). Consider $n$ subset classifiers $\{C_1, C_2, \ldots, C_n\}$. A ELComposer classifier composes these $n$ classifiers and assigns a label to a bug report $br$, denoted as $Label(br)$, as follows:

$$Label(br) = \begin{cases} 
\text{Blocking}, & \text{if } Comp(br) \geq \text{threshold} \\
\text{Non-Blocking}, & \text{otherwise}
\end{cases}$$  \hspace{1cm} (1)

where,

$$Comp(br) = \frac{\sum_{i=1}^{n} Sub_i(br)}{n}$$  \hspace{1cm} (2)

In the above equation, $Sub_i(br)$ is the likelihood score outputted by the $i$th subset classifier for bug report $br$. Bug report $br$ is classified as a blocking bug if its composite confidence score $Comp(br)$ is larger or equal than threshold (threshold is the decision boundary); otherwise it is classified as non-blocking.

To deal with the imbalanced data, ELComposer introduces a threshold. The value of the threshold varies between 0 and 1. To automatically produce a good threshold value for ELComposer, we propose a greedy algorithm.

Algorithm 1 presents the training phase of ELBlocker, which will fine tune the threshold. We input a bug report collection $BR$, number of disjoint sets $n$, and sample size $Sample$. We first divide the training bug reports into $n$ equal-sized disjoint sets, and build subset classifiers $C_1, C_2, \ldots, C_n$ on the $n$ disjoint sets (Lines 8 and 9). Then, we sample a small bug report collection $Samp_{BR}$ according to the sample size $Sample$ (Line 10). By default, we randomly select 10% of the bug reports in $BR$. Next, for each bug report in $Samp_{BR}$ we compute its subset scores $Sub_i(br)$ for each subset classifier according to Definition 1, and we compute the composite confidence score $Comp_i(br)$ according to Eq. (2) (Lines 11–14). Finally, to tune the best threshold value, we gradually increase threshold from 0 to 1 (every time we increase threshold by 0.01), and for each sampled bug report $br$, we predict its label according to Eq. (1); we output threshold which maximizes the F1-score for bug reports in $Samp_{BR}$ (Lines 15–19).

Algorithm 1. EstimateThreshold: Estimation of Threshold.

1. EstimateThreshold($BR, n, Sample$)

2. Input:

3. $BR$: Training Bug Report Collection and Their Labels

4. $n$: Number of Disjoint Sets

5. $Sample$: Sample Size (10% in default)

6. Output: threshold

7. Method:

8. Divide the training bug reports into $n$ equal-sized disjoint sets;

9. Built subset classifiers $C_1, C_2, \ldots, C_n$ on the $n$ disjoint sets;

10. Sample a bug report collection $Samp_{BR}$ of size $Sample$ from $BR$;

11. for all $Bug$ $Report$ $br \in Samp_{BR}$ and $Label$ $l \in L$ do

12. Compute subset scores $Sub_i(br)$ for each subset classifiers according to Definition 1;

13. Compute $Comp(br)$ according to Eq. (2);

14. end for

15. for all threshold from 0 to 1, every time increase threshold by 0.01 do

16. Predict the labels for bug reports in $Samp_{BR}$ according to Eq. (1);

17. Compute the F1-score on $Samp_{BR}$;

18. end for

19. Return threshold which maximizes the F1-score for bug reports in $Samp_{BR}$

5. Experiments and results

In this section, we evaluate ELBlocker. The experimental environment is a Windows 7, 64-bit, Intel(R) Xeon(R) 2.53 GHz server with 32 GB RAM. We present our experiment setup, evaluation metrics, and four research questions in Sections 5.1–5.3, respectively. We then present our experiment results that answer the four research questions.
5.1. Experiment setup

To facilitate a fair comparison with the state-of-the-art, we use the same datasets as Garcia and Shihab [17], which contain bug reports from 6 open source software projects: Freedesktop, Chromium, Mozilla, NetBeans, OpenOffice, and Eclipse. In total we analyze 402,962 bug reports, and among these bug reports, only 18,422 are blocking bugs, which accounts for 4.6% of the total number of bug reports. Table 4 presents the statistics of Garcia and Shihab’s data. The columns correspond to the name of projects (Project), number of bug reports (# Bug Reports), number of blocking bugs (# Blocking Bugs), and the percentage of blocking bugs (% Blocking Bugs).

To determine whether a bug is a blocking, we use the following strategies:

- Mozilla, Eclipse, Freedesktop and NetBeans use Bugzilla as their issue tracking system. In Bugzilla, there is a field named “Blocks” in the bug report (as shown in Fig. 1). Hence, we use the “Blocks” field in the bug report to identify whether a bug is blocking or not.
- OpenOffice uses a modified version of Bugzilla called IssueTracker. However, similar to Bugzilla, IssueTracker has a field named “Blocks”. We also use this field to identify whether or not a bug is blocking. For example, Fig. 3 presents a blocking bug report of OpenOffice. We notice this bug blocks another bug, i.e., bug 124985.
- Chromium has its own issue tracking system in Google code, and it also has a field named “Blocking”. We also use this field to identify whether a bug is a blocking bug. For example, Fig. 4 presents a blocking bug report in Chromium. We notice this bug blocks another bug, i.e., bug 365701.

To validate ELBlocker and to reduce the training set selection bias, we perform 10-fold cross-validation 100 times and take the average performance. For each 10-fold cross validation we randomly split the data into ten subsets. The random splitting is performed differently for each of the 10-fold cross validations. Cross validation is a standard evaluation setting, which is widely used in software engineering studies, c.f., [15,31–33,7,34,17].

For ELBlocker, we set the number of disjoint sets as 10 by default, i.e., we build 10 subset classifiers and combine them. In a previous study, Garcia and Shihab propose the use of re-sampling to address the imbalance class phenomenon, and they find re-sampling with random forest achieves the best performance. In this paper, we use their approach as one of the baselines. There are also other imbalance learning algorithms; in this paper, we also choose two state-of-the-art algorithms, SMOTE [28] and one-sided selection (OSS) [29]. SMOTE is an over-sampling algorithm, which produces a number of new synthetic minority data by extrapolating values from the K nearest neighbors of each of the original minority class instances (in our case: blocking bugs) [28]. We set the number of neighbors for SMOTE as 5 which is also used in [28], and we increase the number of minority class by 10 times (i.e., we create new synthetic blocking bugs 9 times the number of the original blocking bugs). One-sided selection (OSS) is an under-sampling algorithm, which removes noisy and redundant instances of the majority class (in our case: non-blocking bugs), using the one-nearest-neighbor method [29]. Since our ELBlocker uses the idea of ensemble learning, we also select Bagging [30], which is the most similar ensemble learning algorithm to our approach, as a baseline. Bagging samples a subset of a training set by using bootstrap sampling method, and then builds a classifier on the subset. This process iterates n times, and in total, Bagging builds n classifiers. To determine the label of an instance, Bagging uses a majority voting mechanism. In total, we chose 4 baselines, Garcia and Shihab’s method, SMOTE, OSS, and Bagging. Notice all of the above approaches could use a different underlying classifier, to make a fair comparison, we use random forest as the underlying classifier for all approaches. For Garcia and Shihab’s method, we use the original implementation obtained from the authors. For SMOTE, OSS, Bagging, and random forest, we use their implementations in Weka [35], and we implement ELBlocker on top of Weka [35].

5.2. Evaluation metrics

We use two evaluation metrics: F1-score and cost effectiveness [17,7,15,9,24–27]. These two measures are useful in different situations. F1-score is useful when there is sufficient resource to check all of the predicted blocking bugs. Cost effectiveness is useful when there are limited resources to check a limited amount of bug reports due to a hectic schedule of development, e.g., top 20% number of bugs with highest likelihood scores.

5.2.1. F1-score

There are four possible outcomes for a bug report in the test data: A bug can be classified as a blocking bug when it truly is a blocking bug (true positive, TP); it can be classified as a blocking bug when it is actually a non-blocking bug (false positive, FP); it can be classified as a non-blocking bug when it is actually a blocking bug (false negative, FN); or it can be classified as a non-blocking bug and it truly is a non-blocking bug (true negative, TN). Based on these possible outcomes, precision, recall and F1-score are defined as:

**Precision**: the proportion of bug reports that are correctly labeled as blocking bugs among those labeled as blocking bugs.

\[
P = \frac{TP}{TP + FP}
\]

**Recall**: the proportion of blocking bugs that are correctly labeled.

\[
Recall = \frac{TP}{TP + FN}
\]

**F1-score**: the harmonic mean of precision and recall.

\[
F1 = 2 \times \frac{Precision \times Recall}{Precision + Recall}
\]
\[ R = \frac{TP}{TP + FN} \]  

\textbf{F1-score:} a summary measure that combines both precision and recall – it evaluates if an increase in precision (recall) outweighs a reduction in recall (precision).

\[ F = \frac{(2 \times P \times R)}{(P + R)} \]

There is a trade-off between precision and recall. One can increase precision by sacrificing recall (and vice versa). In our framework, we can sacrifice precision (recall) to increase recall (precision), by manually lowering (increasing) the value of the \textit{threshold} parameter in Eq. (1). The trade-off causes difficulties to compare the performance of several prediction models by using only precision or recall alone [20]. For this reason, we compare the prediction results using F1-score, which is a harmonic mean of precision and recall. This follows the setting used in many software analytics studies [33,17,15,9].

5.2.2. Cost effectiveness

Cost effectiveness is a widely used evaluation metric for software engineering studies [24–27], which evaluates prediction performance given a cost limit. In our setting, the cost is the number of bug reports to check. By default, we set the number of bugs to check as 20% of the total number of bugs. In this paper, we use EffectivenessRatio@20% (ER@20%) as the default cost effectiveness metric. The ER@20% score of a technique is the ratio of the number of blocking bugs detected by the technique to the number detected by the perfect technique that ranks all blocking bugs first, considering the top 20% bugs.

To compute ER@20% we sort bug reports in the test data that are predicted as blocking bugs based on the confidence level that a prediction technique outputs for each of them. Aside from outputting labels (in our case: blocking or not), ELBlocker, Garcia and Shihab’s approach [17], and many other classifiers can also output confidence levels. A bug report with a higher confidence level is deemed more likely to be a blocking bug by a prediction technique. We then count the number of blocking bugs that appear in the top 20% of the sorted bug reports. We also count the number of bugs that can be identified by a hypothetical perfect technique that ranks all blocking bugs first, when only the top 20% of the bug reports are checked. Based on these two numbers, ER@20% is computed as:

\[ \text{Number of blocking bugs in the first 20\% of the ranking produced by ELBlocker} \]

\[ \text{Number of blocking bugs in the first 20\% of the ranking produced by the perfect technique} \]

5.3. Research questions

We are interested in answering the following research questions:

\textbf{RQ1. How effective is ELBlocker? How much improvement can it achieve over other state-of-the-art methods?}

We need to compare ELBlocker with the state-of-the-art methods. Answer to this research question shows how much ELBlocker advances the state-of-the-art. In a recent study, Garcia and Shihab propose the use of re-sampling with random forest to improve the performance of blocking bug prediction [17]. There are also other imbalance learning and ensemble learning algorithms in the machine learning literature, such as SMOTE, OSS, and Bagging. Thus, to answer this research question, we compare ELBlocker with Garcia and Shihab’s method, SMOTE, OSS, and Bagging. We compute F1 and ER@20% scores to evaluate the performance of the 5 approaches on the 6 projects. Also, since we use 100 times 10-fold cross-validation to evaluate each of the methods, we apply the Wilcoxon signed-rank test [36] on the 100 paired data to test whether the improvement of ELBlocker over the baselines are statistically significant.

We also use Cliff’s delta (\( \delta \)) [37], which is a non-parametric effect size measure that quantifies the amount of difference between two groups. In our context, we use Cliff’s delta to compare ELBlocker to the baseline approaches. The delta values range from \(-1\) to \(1\), where \( \delta = -1 \) or 1 indicates the absence of overlap between two approaches (i.e., all values of one group are higher than the values of the other group, and vice versa), while \( \delta = 0 \) indicates the two approaches are completely overlapping. Table 5 describes the meaning of different Cliff’s delta values and their corresponding effectiveness level [37].

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
Cliff’s delta (\(\delta\)) & Effectiveness level \\
\hline
\(\delta < 0.147\) & Negligible \\
\(0.147 \leq |\delta| < 0.33\) & Small \\
\(0.33 \leq |\delta| < 0.474\) & Medium \\
\(\delta \geq 0.474\) & Large \\
\hline
\end{tabular}
\caption{Cliff’s delta and the effectiveness level [37].}
\end{table}

\textbf{RQ2. How effective are ELBlocker and the baseline methods when different percentages and numbers of bug reports predicted as blocking bugs are checked?}

By default, we evaluate the performance of the techniques when only the top 20% of the bugs are checked which follows previous studies [27,26,25]. In this RQ, we also investigate the performance of ELBlocker and the baseline methods when different
percents of bug reports are checked. Additionally, we also investigate the effectiveness of ELBlocker and the baseline methods when a fixed budget, i.e., an absolute number of bug reports to check, is specified. Answering this research question can verify whether ELBlocker still improves the baseline methods in different settings. To answer this research question, we plot the ER@K graphs that show the percentages of blocking bugs that can be detected by checking different percentages of bug reports. We also show a table that shows the number of bugs that can be detected by inspecting different numbers of bug reports.

**RQ3. How effective are ELBlocker with different number of subset classifiers?**

By default, we build 10 subset classifiers. In this RQ, we also investigate the performance of ELBlocker with a different number of subset classifiers. Answering this research question can verify the suitable parameter setting range for ELBlocker. To answer this research question, we vary the number of subset classifiers $n$ from 2 to 20.

**RQ4. How much time does it take for ELBlocker to run?**

The efficiency of ELBlocker will affect its practical use. Thus, in this research question, we investigate the time efficiency of ELBlocker. We report the model building and prediction time. Model building time refers to the time it takes to convert the training data into an ELBlocker classifier (aka. ELComposer). Prediction time refers to the time it takes for an ELBlocker classifier to predict the label of a bug report. We compare the model building and prediction time of ELBlocker with those of the baseline methods.

5.4. RQ1: performance of ELBlocker

Tables 6–12 presents the experiment results of ELBlocker compared with Garcia and Shihab’s method, SMOTE, one-sided selection (OSS), and Bagging, respectively. The statistically significant improvements are marked in bold. The experiment results for Garcia and Shihab’s method are a little different than what were reported in their paper [17]. This is the case since the 10-fold cross validation used in our experiments randomly partitions the dataset into 10 sets. Due to the randomness in the process, the resultant sets are different than those produced by the random partitioning performed in Garcia and Shihab’s experiments. Also, different from Garcia and Shihab’s experiment setup, we run 10-fold cross-validation 100 times, and record the average experiment results.

The F1 and ER@20% scores of ELBlocker vary from 0.136 to 0.482 and 0.473 to 0.831 respectively. On average, across the 6 projects, ELBlocker can achieve F1 and ER@20% scores of 0.345 and 0.668, respectively. The improvement of ELBlocker over Garcia and Shihab’s method, SMOTE, OSS, and Bagging are statistically significant. All the $p$-values are less than $2.2e^{-16}$ showing that the improvement is significant. Furthermore, Tables 13 and 14 presents the Cliff’s $d$ values ($\delta$) for ELBlocker compared with Garcia and Shihab’s method, SMOTE, OSS, and Bagging in terms of F1-score and ER@20 values. We observe that in all cases the Cliff’s $d$ values are greater than 0.474, which shows that the effect size for ELBlocker compared with other approaches is large. This

<table>
<thead>
<tr>
<th>Table 7</th>
<th>Experiment results of ELBlocker compared with Garcia and Shihab’s method (Gar.), SMOTE, one-sided selection (OSS), and Bagging in Chromium.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project</td>
<td>Method</td>
</tr>
<tr>
<td>Chromium</td>
<td>ELBlocker</td>
</tr>
<tr>
<td></td>
<td>Gar.</td>
</tr>
<tr>
<td></td>
<td>Improv.Gar.</td>
</tr>
<tr>
<td></td>
<td>SMOTE</td>
</tr>
<tr>
<td></td>
<td>Improv.SMO.</td>
</tr>
<tr>
<td></td>
<td>OSS</td>
</tr>
<tr>
<td></td>
<td>Improv.OSS</td>
</tr>
<tr>
<td></td>
<td>Bagging</td>
</tr>
<tr>
<td></td>
<td>Improv.Bag.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 8</th>
<th>Experiment results of ELBlocker compared with Garcia and Shihab’s method (Gar.), SMOTE, one-sided selection (OSS), and Bagging in Mozilla.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project</td>
<td>Method</td>
</tr>
<tr>
<td>Mozilla</td>
<td>ELBlocker</td>
</tr>
<tr>
<td></td>
<td>Gar.</td>
</tr>
<tr>
<td></td>
<td>Improv.Gar.</td>
</tr>
<tr>
<td></td>
<td>SMOTE</td>
</tr>
<tr>
<td></td>
<td>Improv.SMO.</td>
</tr>
<tr>
<td></td>
<td>OSS</td>
</tr>
<tr>
<td></td>
<td>Improv.OSS</td>
</tr>
<tr>
<td></td>
<td>Bagging</td>
</tr>
<tr>
<td></td>
<td>Improv.Bag.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 9</th>
<th>Experiment results of ELBlocker compared with Garcia and Shihab’s method (Gar.), SMOTE, one-sided selection (OSS), and Bagging in NetBeans.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project</td>
<td>Method</td>
</tr>
<tr>
<td>NetBeans</td>
<td>ELBlocker</td>
</tr>
<tr>
<td></td>
<td>Gar.</td>
</tr>
<tr>
<td></td>
<td>Improv.Gar.</td>
</tr>
<tr>
<td></td>
<td>SMOTE</td>
</tr>
<tr>
<td></td>
<td>Improv.SMO.</td>
</tr>
<tr>
<td></td>
<td>OSS</td>
</tr>
<tr>
<td></td>
<td>Improv.OSS</td>
</tr>
<tr>
<td></td>
<td>Bagging</td>
</tr>
<tr>
<td></td>
<td>Improv.Bag.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 10</th>
<th>Experiment results of ELBlocker compared with Garcia and Shihab’s method (Gar.), SMOTE, one-sided selection (OSS), and Bagging in OpenOffice.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project</td>
<td>Method</td>
</tr>
<tr>
<td>OpenOffice</td>
<td>ELBlocker</td>
</tr>
<tr>
<td></td>
<td>Gar.</td>
</tr>
<tr>
<td></td>
<td>Improv.Gar.</td>
</tr>
<tr>
<td></td>
<td>SMOTE</td>
</tr>
<tr>
<td></td>
<td>Improv.SMO.</td>
</tr>
<tr>
<td></td>
<td>OSS</td>
</tr>
<tr>
<td></td>
<td>Improv.OSS</td>
</tr>
<tr>
<td></td>
<td>Bagging</td>
</tr>
<tr>
<td></td>
<td>Improv.Bag.</td>
</tr>
</tbody>
</table>

The F and ER@20% scores of ELBlocker vary from 0.136 to 0.482 and 0.473 to 0.831 respectively. On average, across the 6
Table 11
Experiment results of ELBlocker compared with Garcia and Shihab’s method (Gar.), SMOTE, one-sided selection (OSS), and Bagging in Eclipse.

<table>
<thead>
<tr>
<th>Project</th>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>ER@20%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eclipse</td>
<td>ELBlocker</td>
<td>0.199</td>
<td>0.262</td>
<td>0.226</td>
<td>0.672</td>
</tr>
<tr>
<td></td>
<td>Gar.</td>
<td>0.159</td>
<td>0.274</td>
<td>0.201</td>
<td>0.586</td>
</tr>
<tr>
<td></td>
<td>Improv.Gar.</td>
<td>12.44%</td>
<td>0.205</td>
<td>0.120</td>
<td>14.71%</td>
</tr>
<tr>
<td></td>
<td>SMOTE</td>
<td>0.205</td>
<td>0.120</td>
<td>0.151</td>
<td>0.554</td>
</tr>
<tr>
<td></td>
<td>Improv.SMO.</td>
<td>49.67%</td>
<td></td>
<td></td>
<td>21.25%</td>
</tr>
<tr>
<td></td>
<td>OSS</td>
<td>0.140</td>
<td>0.257</td>
<td>0.181</td>
<td>0.573</td>
</tr>
<tr>
<td></td>
<td>Improv.OSS</td>
<td>24.86%</td>
<td></td>
<td></td>
<td>17.42%</td>
</tr>
<tr>
<td></td>
<td>Bagging</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>Improv.Bag.</td>
<td>∞</td>
<td></td>
<td></td>
<td>∞</td>
</tr>
</tbody>
</table>

Table 12
Overall experiment results of ELBlocker compared with Garcia and Shihab’s method (Gar.), SMOTE, one-sided selection (OSS), and Bagging across the 6 projects.

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>ER@20%</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELBlocker</td>
<td>0.327</td>
<td>0.370</td>
<td>0.345</td>
<td>0.668</td>
</tr>
<tr>
<td>Gar.</td>
<td>0.241</td>
<td>0.417</td>
<td>0.303</td>
<td>0.614</td>
</tr>
<tr>
<td>Improv.Gar.</td>
<td>14.69%</td>
<td></td>
<td></td>
<td>8.99%</td>
</tr>
<tr>
<td>SMOTE</td>
<td>0.309</td>
<td>0.279</td>
<td>0.288</td>
<td>0.585</td>
</tr>
<tr>
<td>Improv.SMO.</td>
<td>23.36%</td>
<td>0.383</td>
<td>0.270</td>
<td>15.76%</td>
</tr>
<tr>
<td>OSS</td>
<td>0.211</td>
<td>0.383</td>
<td>0.270</td>
<td>0.549</td>
</tr>
<tr>
<td>Improv.OSS</td>
<td>30.98%</td>
<td>0.383</td>
<td></td>
<td>22.64%</td>
</tr>
<tr>
<td>Bagging</td>
<td>0.462</td>
<td>0.077</td>
<td>0.127</td>
<td>0.426</td>
</tr>
<tr>
<td>Improv.Bag.</td>
<td>171.65%</td>
<td></td>
<td></td>
<td>56.82%</td>
</tr>
</tbody>
</table>

Table 13
Cliff’s delta δ in terms of F1-score between ELBlocker and prior approaches.

<table>
<thead>
<tr>
<th>Project</th>
<th>Gar.</th>
<th>SMOTE</th>
<th>OSS</th>
<th>Bagging</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freedesktop</td>
<td>0.995</td>
<td>0.996</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Chromium</td>
<td>0.999</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Mozilla</td>
<td>0.990</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Netbeans</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>OpenOffice</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Eclipse</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Table 14
Cliff’s delta δ in terms of ER@20 between ELBlocker and prior approaches.

<table>
<thead>
<tr>
<th>Project</th>
<th>Gar.</th>
<th>SMOTE</th>
<th>OSS</th>
<th>Bagging</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freedesktop</td>
<td>0.979</td>
<td>0.990</td>
<td>0.990</td>
<td>0.990</td>
</tr>
<tr>
<td>Chromium</td>
<td>0.900</td>
<td>0.990</td>
<td>0.990</td>
<td>1.000</td>
</tr>
<tr>
<td>Mozilla</td>
<td>0.990</td>
<td>0.990</td>
<td>0.990</td>
<td>1.000</td>
</tr>
<tr>
<td>Netbeans</td>
<td>0.990</td>
<td>0.990</td>
<td>0.990</td>
<td>1.000</td>
</tr>
<tr>
<td>OpenOffice</td>
<td>0.990</td>
<td>0.990</td>
<td>0.990</td>
<td>1.000</td>
</tr>
<tr>
<td>Eclipse</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

indicates that the improvement of ELBlocker over the baseline methods is substantial.

To summarize, on average ELBlocker improves the F1-scores over Garcia and Shihab’s method, SMOTE, OSS, and Bagging by 14.69%, 23.36%, 30.98%, and 171.65%, respectively. Also, on average ELBlocker improves the ER@20% over Garcia and Shihab’s method, SMOTE, OSS, and Bagging by 8.99%, 15.76%, 22.64%, and 56.82%, respectively. Using the Wilcoxon signed-rank test, we find that the improvements provided by ELBlocker are statistically significantly and have a large effect size.

5.5. RQ2: effectiveness at different K

We investigate the effectiveness of ELBlocker, Garcia and Shihab’s method, SMOTE, OSS, and Bagging when different percentages (K%) of bug reports are checked (i.e., K varies from 5 to 100). Figs. 5–16 present the ER@K% scores of ELBlocker and the baseline methods for various K in Freedesktop, Chromium, Mozilla, Netbeans, OpenOffice, and Eclipse, respectively. We notice ELBlocker is better than the baseline methods for a wide range of K values (i.e., a wide range of the number of bug reports to check). For example, in NetBeans, when we set K = 25%, the ER@25% scores for ELBlocker, Garcia and Shihab’s method, SMOTE, OSS, and Bagging are 0.790, 0.746, 0.741, 0.653, and 0.714 respectively; when we set K = 60%, the ER@60% scores for ELBlocking, Garcia and Shihab’s method, SMOTE, OSS, and Bagging are 0.943, 0.916, 0.848, 0.870, and 0.714, respectively.

Table 15 presents the results of ELBlocker and the baseline methods when only 100, 200, and 500 bug reports are inspected. The results show that ELBlocker achieves a substantial improvement over the baseline methods. For example, with a budget of 100 bug reports, on average across the 6 projects, the ER@100 for ELBlocker is 0.520, the ER@100 scores for Garcia and Shihab’s method, SMOTE, OSS, and Bagging are 0.466, 0.449, 0.431, and 0.387 respectively. Statistical tests show that the improvements of ELBlocker over the baseline methods are statistically significant.

5.6. RQ3: effectiveness of ELBlocker with different number of subset classifiers

Figs. 17 and 18 presents the F1 and ER@20% scores of ELBlocker with the number of subset classifiers is varying from 2 to 20. The results show that the performance of ELBlocker is generally stable across various numbers of subset classifiers. For example, in OpenOffice, its F1 and ER@20% scores vary from 0.432 to 0.457, and 0.761 to 0.840 when the number of subset classifiers is varied from 2 to 20.

5.7. RQ4: time efficiency

Table 16 presents the model building and prediction time for each of the 6 projects. We notice that the model building and prediction time of ELBlocker are reasonable, e.g., on average, we need about 6.04 s to train a model, and 0.50 s to predict the labels of the instances in the testing set using the model. Notice that the model does not need to be updated all the time. A trained model can be used to label many changes. Compared to other models, ELBlocker has the fastest model building time; this is the case since ELBlocker will build subset classifiers using the disjoint sets of the training data (which are smaller in size), while the remaining methods build a classifier using all the training data. Also, some of them (e.g., Garcia and Shihab’s method, SMOTE, and OSS) need to preprocess all of the training data. The prediction time of ELBlocker is longer than the other methods but we believe it is still acceptable (it can label thousands of bug reports in seconds).

![Fig. 5. EffectivenessRatio@K% (ER@K%) of ELBlocking, Garcia and Shihab's method, and SMOTE for various K in Freedesktop.](image-url)
6. Discussion

6.1. Usefulness of ELBlocker

In practice, if developers do not have a tool to help identify blocking bugs, they would determine whether a bug is blocking in an almost random way. To show the usefulness of our proposed approach, we also compare ELBlocker with random prediction [17]. In random prediction, we randomly predict a bug to be a blocking or a non-blocking bug according to the ratio of blocking bugs to total bugs in the bug report collections. The precision for random prediction is the percentage of blocking bugs in the data set. Since random prediction is a random classifier with two possible outcomes (e.g., blocking or non-blocking), its recall is 0.5.

Table 17 presents the experimental results for ELBlocker compared with random prediction. The precision values achieved by ELBlocker are better than the precision values of random predictor for all the projects. ELBlocker precision values range from 0.108 to

![Fig. 6. Effectiveness Ratio (ER@K%) of ELBlocking, OSS, and Bagging for various K in Freedesktop.](image)

![Fig. 7. Effectiveness Ratio (ER@K%) of ELBlocking, Garcia and Shihab's method, and SMOTE for various K in Chromium.](image)

![Fig. 8. Effectiveness Ratio (ER@K%) of ELBlocking, OSS, and Bagging for various K in Chromium.](image)

![Fig. 9. Effectiveness Ratio (ER@K%) of ELBlocking, Garcia and Shihab's method, and SMOTE for various K in Mozilla.](image)

![Fig. 10. Effectiveness Ratio (ER@K%) of ELBlocking, OSS, and Bagging for various K in Mozilla.](image)

![Fig. 11. Effectiveness Ratio (ER@K%) of ELBlocking, Garcia and Shihab's method, and SMOTE for various K in Netbeans.](image)
Comparing these results with those of random prediction (0.023–0.125), we observe that ELBlocker provides a \( \frac{3}{2} \) to \( \frac{1}{2} \) fold improvement over random prediction in terms of precision. We notice the recall values for ELBlocker are lower than the values of random prediction. In practice, there is a trade-off between precision and recall. One can increase precision by sacrificing recall (and vice versa). In ELBlocker, we can sacrifice precision (recall) to increase recall (precision), by manually lowering (increasing) the value of the threshold parameter in Eq. (1). The trade-off causes difficulties to compare the performance of several prediction models by using only precision or recall alone [20]. Thus, F1-score which is a trade-off between precision and recall, is used as the main metric to evaluate the performance of ELBlocker and random prediction. The F1-score values of ELBlocker are better than the F1-score values of random prediction. Our F1-score values range from 0.136 to 0.450, whereas the F1-score values of random prediction range from 0.045 to 0.201. The improvement ratios of our F1-score values vary from \(~3\) to \(~10\) folds.

Similar to the previous metrics, the ER@20 values achieved by the decision trees of five of the six projects are better than the ER@20 values of random prediction. The only one exception is Chromium with ER@20 values (i.e., 0.473) slightly below the ER@20 of random prediction (i.e., 0.5). We notice that ELBlocker provides a \(~0.9\) to \(~1.7\) fold improvement over random prediction in terms of ER@20 values.

To summarize, in most cases (except for Chromium) ELBlocker achieves a much better performance compared to random prediction, which improves the F1-score and ER@20 values by \(~2\) to \(~9\), and \(~0.9\) to \(~1.7\) folds, respectively. In practice, developers could deploy our proposed tool to help identify blocking bugs. Although the prediction accuracy of our proposed approach is not perfect, it shows much better performance than random prediction.

6.2. ELBlocker vs. Bagging + Random Forest

In our previous section, we use decision trees as the default underlying classifier for Bagging. In this section, we use random
forest as the underlying classifier for Bagging, we denote it as Bagging + RA. Table 18 presents the experimental results for ELBlocker compared with Bagging + RA. Once again, we notice that ELBlocker achieves a better performance than Bagging + RA. On average, across the 6 projects, ELBlocker improves the F1-score and ER@20 of Bagging + RA by 175.05% and 12.83%, respectively.

6.3. Threats to validity

Threats to internal validity relates to errors in our code and experiment bias. We have double checked our code, still there could be errors that we did not notice. To reduce training set selection bias, we run 10-fold cross-validation 100 times, and record the average performance.

Threats to external validity relates to the generalizability of our results. We have analyzed 402,962 bug reports from 6 projects. In the future, we plan to reduce this threat further by analyzing even more bug reports from additional software projects.

Threats to construct validity refers to the suitability of our evaluation measures. We use F1-score and cost effectiveness which are also used by past studies to evaluate the effectiveness of various automated software engineering techniques across the 6 projects, ELBlocker improves the F1-score and ER@20 of Bagging + RA by 175.05% and 12.83%, respectively.
diction, blocking bug prediction is a more difficult problem. The work is different from the prior work since we focus on different regression model to determine the impact of various metrics. Our objective is to identify possible root causes of re-opened bugs, and build a logistic regression model to predict re-opened bugs [39]. Zimmermann et al. also investigate the same problem and propose ReopenPredictor, which combines different classifiers to further improve the performance [38]. In later work, Xia et al. extract more textual features from the bug reports, and propose ReopenPredictor, which achieves the best performance of different machine learning methods to predict re-opened bugs, and they find Bagging with decision tree achieves the best performance [38].

There are a number of ensemble learning techniques in the machine learning literatures [22,29,28]. Bagging, which also builds classifiers on subsets of a training data, is one of the ensemble learning techniques which is most similar to our approach. There are a number of imbalanced learning techniques in the machine learning literature [30,21,44]. Bagging, which also builds classifiers on subsets of a training data, is one of the ensemble learning techniques which is most similar to our approach. Bagging first samples a subset of training set by using bootstrap sampling method, and builds a classifier on the subset. This process repeats n times, and in total, Bagging builds n classifiers. To determine the label of an instance, Bagging uses a majority voting mechanism. Our ELBlocker is different from Bagging since we do not use bootstrap sampling to select the subsets, rather we randomly divide the training set into multiple disjoint subsets, and we build a classifier on each of these subsets. Moreover, after we build multiple classifiers, we automatically detect an appropriate unbalanced decision threshold; Bagging does not consider a threshold.

In this paper, we choose OSS, SMOTE, and Bagging as baseline methods, and we compare ELBlocker with them. The experiment results show that ELBlocker achieves a substantial and statistically significant improvement over Garcia and Shihab’s method.

7. Related work

7.1. Blocking bug prediction

Garcia and Shihab are the first to propose the problem of blocking bug prediction [17]. They analyze 402,962 bug reports from 6 different open source software communities, and they find that blocking bugs take approximately two to three times longer to be fixed compared to non-blocking bugs. To predict the blocking bugs, they first re-sample the training set to make the number of blocking bugs and non-blocking bugs the same, next a machine learning technique (e.g., random forest) is used to predict whether a new bug is a blocking bug. Our work extends their work by proposing a novel ensemble learning based approach named ELBlocker, which combines multiple classifiers built on different subsets of the training set. The experiment results show ELBlocker achieves a substantial and statistically significant improvement over Garcia and Shihab’s method.

7.2. Other studies on bug report management

There have been a number of studies on re-opened bug prediction [15,38,16]. Shihab et al. study re-opened bugs on Eclipse, Apache HTTP, and OpenOffice, and propose prediction models based on decision trees [15]. They also use re-sampling methods to pre-process the training data. Xia et al. investigate the performance of different machine learning methods to predict re-opened bugs, and they find Bagging with decision tree achieves the best performance [38]. In later work, Xia et al. extract more textual features from the bug reports, and propose ReopenPredictor, which combines different classifiers to further improve the performance of reopened bug prediction [39]. Zimmermann et al. also investigate re-opened bugs in Windows [16]. They perform a survey to identify possible root causes of re-opened bugs, and build a logistic regression model to determine the impact of various metrics. Our work is different from the prior work since we focus on different types of bugs, blocking bugs. Since the level of class imbalance in blocking bug prediction is more serious than re-opened bug prediction, blocking bug prediction is a more difficult problem.

Also, there have been a number of studies on bug triaging and developer recommendation [3–6], bug severity/priority assignment [7–9,40], duplicated bug report detection [10,11,41–43], and bug fixing time prediction [12–14]. Our work is orthogonal to the above studies; in this paper, we solve a different problem, blocking bug prediction.

7.3. Imbalanced learning and ensemble learning

There have been a number of imbalanced learning techniques in the machine learning literature [22,29,28]. Some techniques use majority under-sampling, which addresses the phenomenon of class imbalance by reducing the number of majority instances. One-sided selection (OSS), which removes noisy and redundant instances of the majority class by using the one-nearest-neighbor method, which is one of the state-of-the-art methods [29]. Other techniques use minority over-sampling, which addresses the phenomenon of class imbalance by increasing the number of minority instances. SMOTE which produces new synthetic minority data by extrapolating values from the K nearest neighbors of each of the original minority class instances is one of the state-of-the-art technique [28].

There are a number of ensemble learning techniques in the machine learning literature [30,21,44]. Bagging, which also builds classifiers on subsets of a training data, is one of the ensemble learning techniques which is most similar to our approach. Bagging first samples a subset of training set by using bootstrap sampling method, and builds a classifier on the subset. This process repeats n times, and in total, Bagging builds n classifiers. To determine the label of an instance, Bagging uses a majority voting mechanism. Our ELBlocker is different from Bagging since we do not use bootstrap sampling to select the subsets, rather we randomly divide the training set into multiple disjoint subsets, and we build a classifier on each of these subsets. Moreover, after we build multiple classifiers, we automatically detect an appropriate imbalanced decision threshold; Bagging does not consider a threshold.

In this paper, we propose OSS, SMOTE, and Bagging as baseline methods, and we compare ELBlocker with them. The experiment results show that ELBlocker achieves a substantial and statistically significant improvement over OSS, SMOTE, and Bagging.

8. Conclusion and future work

In this paper, we propose a novel blocking bug prediction approach named ELBlocker, which leverages ensemble learning techniques.
techniques. Considering the class imbalance phenomenon, we first divide the training set into multiple disjoint sets, and in each disjoint set, we build a classifier. Next, we combine these multiple classifiers, and automatically determine an appropriate decision boundary to separate blocking bugs from non-blocking bugs. Our experiment on 6 large projects containing a total of 402,962 bug reports show that ELBlocker achieves a substantial and statistically significant improvement over the baseline methods, i.e., Garcia and Shihab’s method, SMOTE, OSS, and Bagging. On average ELBlocker improves the F1-scores of Garcia and Shihab’s method, SMOTE, OSS, and Bagging by 14.69%, 23.36%, 30.98%, and 171.65%, respectively; and ELBlocker improves the ER@20% of these methods by 8.99%, 15.76%, 22.64%, and 56.82%, respectively.

Considering the class imbalance phenomenon in the bug report collections, predicting blocking bugs is a difficult problem. Our work is one of the first works on identifying blocking bugs. Although the performance of our ELBlocker is not perfect, we hope our work will inspire other researchers to develop more advanced techniques to identify blocking bugs. In the future, we plan to evaluate ELBlocker on datasets from more software projects, and apply some information retrieval and text mining techniques such as topic modeling [45], and extract more features (e.g., code features) to improve the prediction performance further. We also plan to develop an automated tool to tell developers not only whether a bug is a blocking bug, but also the other bugs which are blocked by the blocking bug.
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